IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 12, NO. 2, FEBRUARY 2019 627

A Parallel Gaussian—Bernoulli Restricted Boltzmann
Machine for Mining Area Classification With
Hyperspectral Imagery

Kun Tan

, Senior Member, IEEE, Fuyu Wu

, Qian Du'?, Fellow, IEEE,

Peijun Du, Senior Member, IEEE, and Yu Chen

Abstract—In this paper, a novel feature extraction method is
proposed for hyperspectral image classification using a Gaussian—
Bernoulli restricted Boltzmann machine (GBRBM) in parallel. The
proposed approach employs several GBRBMs with different hid-
den layers to extract deep features from hyperspectral images,
which are nonlinear and local invariant. Based on the learned deep
features, a logistic regression layer is trained for classification. The
proposed approaches are carried out on two public hyperspectral
datasets: Pavia University dataset and Salinas dataset, and a new
dataset obtained by HySpex imaging spectrometer in the mining
area in Xuzhou. The obtained results reveal that the proposed ap-
proach offers superior performance compared to traditional classi-
fiers. The advantage of the proposed GBRBM is that it can extract
deep features in an unsupervised way and reduce the prediction
time by using GPU. In particular, the classification results of the
mining area provide valuable suggestions to improve environmen-
tal protection.

Index Terms—Deep learning, Gaussian-Bernoulli restricted
Boltzmann machine (GBRBM), hyperspectral image classification.

1. INTRODUCTION

YPERSPECTRAL image classification has important
H remote sense applications. Many machine learning tech-
niques have been applied, such as K-nearest neighbor [1], Bayes
classifier [2], and support vector machine (SVM) [3], to achieve
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classification. However, the increase of spectral dimension
leads to low efficiency of classification algorithms and large
computational cost [4]. Therefore, it is important to reduce
dimensionality before classification. Feature extraction is one of
dimensionality reduction methods by transforming the original
features into a lower dimensional feature space. The commonly
used linear models include the independent component analysis
[5], linear discriminant analysis [6], and their variants. In [7],
Wen et al. presented a supervised linear manifold learning fea-
ture extraction method for hyperspectral image classification.
In [8], Friedman et al. alternated the usual maximum likelihood
estimates for the covariance matrices and proposed the regular-
ized discriminant analysis, and quadratic discriminant analysis.
In [9], Howland et al. modified the generalized singular value
decomposition for the commonly used SVD algorithm to solve
the small-sample-size problem. However, the linear models can-
not deal with high-dimensional data effectively. In order to solve
these problems, a variety of nonlinear models, such as locally
linear embedding [10], Isomap [11], and Laplacian eigenmaps
[12], were proposed. The nonlinear models can effectively ex-
ploit the intrinsic structure of data. In [13], Wu et al. introduced
the kernel function into the PCA algorithm, which was applied
to the near-infrared spectral data for feature extraction. In [14],
Sun et al. proposed a fast and robust principal component anal-
ysis on the Laplacian graph for hyperspectral band selection,
which regularized the Laplacian graph into a regular robust prin-
cipal component analysis. In [15], Mika et al. presented a fisher
discriminant analysis combined with a kernel function, but the
disadvantage is that the model is complex and time-consuming.
Sun et al. proposed a sparse and low-rank near-isometric linear
embedding to extract features in hyperspectral imagery, which
performed the best among comparative methods [16].
Recently, deep learning has made a major breakthrough in all
aspects [17]. For instance, a deep neural network (DNN) can
extract high-level features for efficient classification [18]. Cur-
rently, the DNN mainly includes deep belief networks (DBN)
[19], deep Boltzmann machines [20], deep auto-encoder neu-
ral networks [21], and deep convolutional neural networks [22].
They also provide a new solution for feature extraction and clas-
sification of hyperspectral images. In [23], Zhang et al. gave a
technical tutorial of deep learning for the remote sensing data
analysis, which introduced the applications of deep learning in
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Fig. 1.  Structure of RBM.

different perspectives of image preprocessing, such as pixel-
based classification, target recognition, and scene understand-
ing. In [24], a DBN-based classifier achieved a spectral-spatial
classification of hyperspectral data. In [25], Lin et al. applied
the deep auto-encoder neural networks for the classification
of hyperspectral imagery. Meanwhile, many methods combin-
ing traditional classification strategies with deep learning were
proposed. In [26], Ma et al. presented a novel semisupervised
classification based on multi-decision labeling and deep feature
learning. In [27], Wang et al. introduced a hybrid of PCA, guided
filtering, and deep learning into hyperspectral image classifica-
tion. Recently, multiple neural networks have been shown to be
successful in computer vision. In [28], Farabet et al. introduced
a discriminative framework using a multi-scale convolutional
network operated on raw pixels to learn appropriate low-level
and mid-level features for scene parsing. In [29], Langkvist et al.
found that multiple CNNs in parallel with varying contest can
achieve stable classification accuracy. In [30], Zhou et al. raised
a group belief network based on unlabeled hyperspectral data,
which was the first attempt to incorporate group knowledge of
hyperspectral features for classification.

However, in the application of hyperspectral classification, it
has been noticed that classification accuracy may be degraded
with the increase of hidden layers. There are two main reasons
for this phenomenon: first, the depth of DNN directly affects the
number of parameters, and the deeper the DNN, the more the
number of parameters. Thus, due to lack of training samples,
the DNN cannot be trained effectively. Second, the classifica-
tion of hyperspectral images is carried out pixel by pixel, which
is different from natural images. The number of bands in hy-
perspectral images is about 200, which leads to the absence of
DNNs for feature extraction. It has been argued that a single-
hidden-layer network with well-tuned parameters may be more
effective than DNN [31].

In this paper, we focus on single-layer Gaussian—Bernoulli
restricted Boltzmann machines (GBRBM) and multiple
GBRBMs in parallel to extract the features of hyperspectral
data. The extracted features are then used by a logistic regression
(LR) layer to address the classification problem. Compared with
the contrast methods, the parallel GBRBM method can make
full use of spectral information by combining different features.
Moreover, this method has fast convergence due to fewer pa-
rameters. According to experiments, the parallel GBRBM can
offer better classification accuracy with lower computational

Fig. 2.

Model of CD training procedure.

cost, which is more suitable for applications of hyperspectral
datasets.

The rest of the paper is organized as follows. The theory
of GBRBM and the structure of GBRBM in parallel are given
in Section II. Datasets and experimental results are shown in
Section III. An application of the model to a mining area is
given in Section IV, and conclusions are drawn in Section V.

II. PROPOSED METHOD
A. Restricted Boltzmann Machine (RBM)
An RBM is a two-layer network, which contains a “visible”
layer v = [0,1]” and a “hidden” layer h = [0, 1]¥". The illus-
tration of RBM is shown in Fig. 1.

A joint configuration (v, h) of the visible and hidden layers
has an energy given by [32]

D F D F
E(U,h;@):—Zbivqj—Z@jh]‘ —ZZwi]-vihj (1)
i=1 j=1

i=1j=1

where 6 = [a;, b, w; ], w;; represents the weight between the
hidden and visible layers, and a; and b; are bias terms of the
hidden and visible layers, respectively. The joint distribution
over the layers is defined by

P(o,h;6) = % exp (—E(v, h: 0)) @)

where the “partition function” Z(6) is given by summing over
all possible pairs of hidden and visible vectors as

Z(0) =YY E(v,h;0). 3)

The conditional distributions of the hidden layer /4 and visible
layer v are given by

p(hj :1|U):U<GJ+ZU1WU> (4)

poi = 1h) = o | b+ > hjWi; (5)
J
B 1
 l+exp(z)
In general, a method named contrastive divergence (CD) is

used to train the RBM model. The model of CD is illustrated
in Fig. 2.

o(x) (6)
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During training, the parameters of RBM can be updated as

Epodel[vihj]) (N
aj = aj + €4(Eaatalhj] — Emodel[hj]) ¥
bi = b; + €y (Eaata[vi] — Emodel[Vi]) )

where ¢ is the learning rate, Fg,, is the expectation of visible
layer in an active state, and F), 4.1 1S the expectation of visible
layer in any active states.

wi; = w;; + &y (Edata[vihj] -

B. Gaussian—Bernoulli Restricted Boltzmann Machines

The conventional RBM requires the state of layers to follow
binary distribution, which limits their application. To solve the
problem, a popular approach is to replace the binary visible
layer with Gaussian ones [33]. The modified model is named
GBRBM whose structure is same as the RBM [34]. The energy
function of GBRBM is given by

Vow—b) & Vo
Blo,h) =) o =2 ol =3 ) hywy.
j=1

i1 i=1 j=1

(10)

Unlike the traditional RBM, the conditional distributions of
the hidden layer & and visible layer v are

efE(v,h) H
p(UVl) = m NN bi+0i2hjﬂ/ij,0’2 (11)
j=1
1 v ’U7
p(h; =1jv) = — =0 —w;; + ¢ |
(12)

During model training, the parameters of GBRBM are
updated as

’ULh Uihx
Wi = Wij + (Edata |:0_21} — Eiodel |:0_2]:|) (13)

¢j = ¢j + & (Eaata[hj] — Emaoer[h;]) (14
bi = bl‘ + &b (Edata {%} - Emodel [%}) (15)
H
(v = b)* Wijvi
0, =0; + €5 | Faata T2 _z;hj :7]2
j=
H
(v = b)° iy,
— Lmodel T - Z hj (;2 (16)
i=1

The parameter ¢ has an influence on the gradient calculation
of other parameters in the process of model optimization. In
general, to avoid this problem, the standardization pretreatment
of the input data should be conducted before feature extraction.
In this research, the parameter o is set to be a constant 1, and it
does not participate in the optimization process to reduce model
complexity.

After pre-processing, the GBRBM can extract features from
spectral information in an unsupervised way. In this paper, the

Spectrum vector

_‘ﬁ

Spectral classification using GBRBM-LR framework.

Original data Logistic regression

Fig. 3.

GRBRRM (1)

Original data Spectrum vector

Logistic regression

»

Fig. 4.

Spectral classification using GBRBM in Parallel-LR framework.

features are used as the input data for classification using LR.
The entire structure is shown in Fig. 3.

C. Per-Pixel Classification Using Multiple GBRBM in Parallel

Recently, multiple feature learning has acquired better results
in the field of computer vision. The features extracted by a sin-
gle GBRBM model are always limited, and the combination of
multiple features extracted by several GBRBM models is more
powerful for classification. Thus, in this paper, a multiple fea-
ture learning based on GBRBM is proposed. The basic idea is
to run several GBRBM models with varying hidden neurons in
parallel, and then to combine the output from each model to
the LR classifier. The whole structure is shown in Fig. 4. Each
GBRBM model is trained and features are extracted separately
in an unsupervised way. The features extracted from different
models are combined together for the LR classification. Finally,
the class labels are calculated in a supervised way by the LR.
Another possibility of achieving multiscale feature learning is to
use the same hidden neurons for GBRBM model, but increasing
the depth of the GBRBM models. However, according to previ-
ous studies, in the application of hyperspectral classification, it
has been noticed that classification accuracy may be degraded
with the increase of hidden layers. Thus, we choose to increase
the number of hidden neurons in this paper.

III. EXPERIMENTS WITH STANDARD DATA

In this section, we evaluate our method using standard
hyperspectral data. Experiments were implemented based on
the deep learning framework Theano and executed on a PC
with an Intel single Core i5 CPU, NVIDIA GTX-1070 GPU
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Pavia University dataset.
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(8 GB video memory), and 16 GB RAM. The PC operating
system is Ubuntu 16.04.

A. Dataset Description

In this paper, two standard hyperspectral datasets (i.e., Pavia
University and Salinas dataset) are used to verify the effective-
ness of the proposed model. The Pavia University dataset, as
shown in Fig. 5, acquired by the ROSIS sensor during a flight
campaign over Pavia. This dataset has 610 x 340 pixels and
103 spectral bands. There are nine classes in this dataset. The
Salinas dataset with 16 classes, as shown in Fig. 6, was collected
by the 224-band AVIRIS sensor over Salinas Valley, California,
and is characterized by high spatial resolution.

To evaluate the classification accuracy, 10% of labeled sam-
ples were selected as training samples and rest for testing.
The numbers of training and testing samples for each class
are given in Tables I and II. As SVM and DBN have been
widely used in the application of remote sensing classification,
they were introduced for comparison in this study. Otherwise,
multi-grained cascade-forest (Gcforest) was a new DNN that
has produced excellent performance in some datasets, so it was
also introduced for comparison. In the experiment, each classi-
fier was run 20 times with different training samples to avoid the

TABLE I
LAND-COVER CLASSES AND NUMBER OF PIXELS IN THE
PAVIA UNIVERSITY DATASET

Class No. of No. of training
Name
code samples samples
1 Asphalt 6631 663
2 Meadows 18649 1864
3 Gravel 2099 209
4 Trees 3064 306
5 Metal Sheets 1345 134
6 Bare Soil 5029 502
7 Bitumen 1330 133
8 Bricks 3682 368
9 Shadows 947 94
Total 42776 4273
TABLE I
LAND-COVER CLASSES AND NUMBER OF PIXELS IN THE SALINAS DATASET
Class No. of Nc." .Of
Name training
code samples
samples
1 Brocoli_green weeds 1 2009 200
2 Brocoli_green_weeds 2 3726 372
3 Fallow 1976 197
4 Fallow_rough plow 1394 139
5 Fallow_smooth 2678 267
6 Stubble 3959 395
7 Celery 3579 357
8 Grapes_untrained 11271 1127
9 Soil vinyard develop 6203 620
10 Corn_senesced_green_weeds 3278 327
11 Lettuce romaine 4wk 1068 106
12 Lettuce romaine Swk 1927 192
13 Lettuce romaine 6wk 916 91
14 Lettuce romaine 7wk 1070 107
15 Vinyard untrained 7268 726
16 Vinyard vertical trellis 1807 180
Total 54129 5403

TABLE III
CLASSIFICATION WITH DIFFERENT NUMBER OF HIDDEN NEURONS FROM
PAVIA UNIVERSITY DATASET

Training  Prediction

Model OA(%) AA(%) Kappa statistic time(s) time(s)
H=25 93.72 93.75 0.9164 63.03 0.06
H=50 93.85 93.93 0.9191 63.06 0.07
H=100 94.07 94.12 0.9204 66.00 0.08
H=200 94.21 94.35 0.9279 67.40 0.09
H=400 93.48 93.57 0.9131 69.20 0.12
H=600 93.50 94.10 09133 71.47 0.15

fortuity, and then overall accuracy (OA), average accuracy (AA),
kappa statistic, training, and prediction time were reported.

B. Spectral Classification Using GBRBM-LR Framework

In the GBRBM model, the number of hidden neurons is
an important parameter, which affects the complexity of the
model. Meanwhile, it also indicates the number of features to
be extracted. In this section, the model with different num-
bers of hidden neurons are used. The results are shown in Ta-
bles IIT and IV. It can be seen that with the increase in hidden
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TABLE IV
CLASSIFICATION WITH DIFFERENT NUMBER OF HIDDEN NEURONS
FROM SALINAS DATASET

. Training  Prediction
0, 0,
Model OA(%) AA(%)  Kappa statistic time(s) time(s)
H=25 93.50 93.54 0.9279 82.17 0.08
H=50 93.68 93.83 0.9297 82.24 0.10
H=100 93.81 93.87 0.9310 93.66 0.14
H=200 93.29 93.42 0.9253 93.84 0.15
H=400 93.83 93.88 0.9228 92.80 0.18
H=600 93.79 93.81 0.9317 97.49 0.23
TABLE V
COMPARISON RESULTS OF CLASSIFICATION FROM PAVIA
UNIVERSITY DATASET (10%)
- Training  Prediction
Model OA(%) AA(%)  Kappa statistic time(s) time(s)
GBRBMin — o¢5)  96.58 0.9491 238.93 0.29
Parallel
SVM (Linear) 92.17 92.93 0.9128 0.41 5.34
SVM (RBF) 94.21 94.26 0.9420 0.53 10.33
DBN 92.39 91.38 0.8998 752.79 0.1292
Gcforest 90.67 90.76 0.8744 52.23 25.22
TABLE VI
COMPARISON RESULTS OF CLASSIFICATION FROM SALINAS
UNIVERSITY DATASET (10%)
. Training  Prediction
0, 0,
Model OA(%) AA(%)  Kappa statistic time(s) time(s)
GBRBMin o504 9508 0.9543 35560 038
Parallel
SVM (Linear) 91.65 92.93 0.9180 0.67 15.48
SVM (RBF) 94.27 94.24 0.9361 1.14 32.71
DBN 91.74 95.30 0.9083 1400.33 0.12
Gcforest 92.41 95.70 09154 60.21 32.15

neurons, classification accuracy is improved, but when the hid-
den neurons are increased to a certain level, classification ac-
curacy becomes almost stable. According to these experiments,
100 hidden neurons can obtain satisfactory results.

Meanwhile, in order to verify the advantage of the GBRBM
model, linear SVM, SVM with RBF kernel, DBN, and Gcfor-
est are used for comparison. The number of hidden neurons is
chosen to be 100 with the consideration of accuracy and effi-
ciency. The accuracies over different classification methods are
reported in Tables V and VI. Figs. 7 and 8 are classification
maps of the model with different numbers of hidden neurons for
the two datasets. The GBRBM model can extract the features
of hyperspectral data effectively. However, the capability of a
single GBRBM is still limited.

In this experiment, we use CUDA to make the GBRBM’s
training procedure faster. Due to complexity, the proposed
method takes longer training time compared to other algorithms,
as shown in Tables V and VI. Although the parallel GBRBM-
LR framework has a longer training time, its shorter prediction
time makes it suitable for practical applications.

Fig. 7. Best classification results of the Pavia University dataset. (a) H = 25.
(b) H = 50. (c) H=100. (d) H = 200. (e) H = 400. (f) H = 600.

Fig. 8. Best classification results of the Salinas dataset. (a) H = 25.
(b) H=50. (c) H=100. (d) H = 200. (¢) H = 400. (f) H = 600.
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Fig.9. Influence of the number of hidden neurons on OA in Pavia University

dataset.
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Fig. 10. Influence of the number of hidden neurons on OA in Salinas dataset.

C. Spectral Classification Using GBRBM in Parallel-LR
Framework

Based on the experimental results in the previous section,
after the number of hidden neurons reaches 200, classification
accuracy will not further advance but the calculation time is
significantly increased. Thus, considering the calculation time
and accuracy, the hidden neurons are selected as 25, 50, 100,
or 200 in the parallel-LR framework. Figs. 9 and 10 show the
classification accuracy for all possible combinations of using
1, 2, 3, or all 4 of the GBRBMs in parallel. It can be seen
from Fig. 9 that the classification accuracy of Pavia University
dataset using 25 + 50 + 100 + 200 in parallel is 96.22%, which
is higher than the accuracy using a single layer with 100 hidden
neurons. Fig. 10 shows that the classification accuracy of Salinas
dataset using 25 + 50 in parallel is 95.44%, which is higher
than the accuracy using a single layer with 100 hidden neurons.
Therefore, it can be concluded that classification accuracy using
GBRBM in parallel is higher than a single layer with more
hidden neurons.

Meanwhile, for the two datasets, the network with the highest
accuracy is also different. The Salinas dataset can achieve the

(d)
Fig. 11. Best classification results of the Pavia University dataset (10%).

(a) Labeled map. (b) GBRBM in parallel (25 + 50 + 100 + 200). (c) SVM
(linear). (d) SVM (RBF). (e) DBN. (f) Gcforest.

highest accuracy (95.94%) by using three layers (25 + 100 +
200) in parallel. The Pavia University dataset achieves the high-
est accuracy (96.22%) by using four layers (25 + 50 4+ 100 +
200) in parallel. The accuracy using GBRBM in parallel is bet-
ter than the accuracy from other models. The comparative result
is shown in Tables V and VI. Figs. 11 and 12 illustrate the
classification maps. The experiment shows that the GBRBM
in parallel-LR framework can classify effectively hyperspectral
data, and the classification accuracy will be improved with the
increase of hidden neurons. However, when the hidden neurons
are increased to a certain level, classification accuracy becomes
stable.

Moreover, to verify the stability of the model using less train-
ing samples, 5% of labeled samples were selected as training
and rest for testing. The comparative result is shown in Ta-
bles VII and VIII. Figs. 13 and 14 illustrate the classification
maps. According to the results, reducing the number of training
samples will degrade the accuracy of the GBRBM in the par-
allel model, DBN, and Gcforest. And reducing the number of
training samples does not affect the SVM model. The reason
for this phenomenon may be that the models have a large num-
ber of parameters to be trained, but SVM does not have such a
problem.

IV. APPLICATION TO MINING AREA

While promoting the development of national economy, the
coal industry has also brought about a series of environmental
problems, such as soil quality decline, land subsidence, ecosys-
tem degradation, etc. With the advance of spatial information
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K\

(d) (e)

Fig. 12.  Best classification results of the Salinas dataset (10%). (a) Labeled
map. (b) GBRBM in parallel (25 + 100 + 200). (¢) SVM (linear). (d) SVM
(RBF). (¢) DBN. (f) Gcforest.

Fig. 14.  Best classification results of the Salinas dataset (5%). (a) Labeled
map. (b) GBRBM in parallel (25 4+ 100 + 200). (c¢) SVM (Linear). (d) SVM
(RBF). (e) DBN. (f) Geforest.

TABLE VII
COMPARISON RESULTS OF CLASSIFICATION FROM PAVIA
UNIVERSITY DATASET (5%)

Model OA(%) AA(%) Kappastatisic L raning  Prediction

time(s) time(s)
GBPSr]:ll;glin 9220 90.93 0.8960 892.88 0.30
SVM (Lincar)  86.82  79.53 0.8205 0.11 325
SVM (RBF)  93.13  92.67 0.9085 0.19 433
DBN 9092 89.44 0.8741 40715 0.10
Geforest 8912 88.96 0.8536 52.54 19.85

technology, remote sensing has been widely used in environ-
mental monitoring and land-use/land-cover mapping.

Suggestions on environmental governance can be provided
by the remote sensing technology.

The experiment was conducted in Xuzhou of Jiangsu
Province. Xuzhou is an important coal producing area in China,
which has confirmed reserves of more than 3.9 billion tons with
an annual output of about 25 million tons. However, the coal
mining area may lead to surface subsidence and soil quality de-
Fig. 13. Best classification results of the Pavia University dataset (5%). clining, threatening the safety of residence and crop cultivation.
(a) Labeled map. (b) GBRBM in parallel (25 + 50 + 100 + 200). (¢c) SVM  Meanwhile, it can induce secondary geological disasters. Since
(linear). (d) SVM (RBF). () DBN. (f) Geforest. the tailing reservoirs are stacking with tailings of high acid and
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TABLE VIII
COMPARISON RESULTS OF CLASSIFICATION FROM SALINAS DATASET (5%)

Training  Prediction

Model OA(%) AA(%)  Kappa statistic time(s) time(s)
Gllzil:lll\/ellin 91.21 94.82 0.9020 962.32 0.43
SVM (Linear)  91.10 95.68 0.9004 0.20 9.29
SVM (RBF) 91.82 95.32 0.9088 0.61 13.32
DBN 90.72 94.21 0.8968 510.70 0.13
Geforest 91.00 94.55 0.8997 58.25 21.37

—
s Bareland-1 - Trees

Crops-1 Cement

— .
-

%

Original image and ground truth of test area in the HySpex

Fig. 15.
experiment.

alkali concentration, once it is destroyed by an extreme natural
environment, it will cause flood plowing, damage roads, and
other serious environmental pollution. The experimental area is
located near the coal mining area, which has a security threat.
The experimental data were obtained by HySpex SWIR-384
and HySpex VNIR-1600 imaging spectrometer in Xuzhou on
November 2014. The image obtained by HySpex VNIR-1600
with 0.19-m spatial resolution has 160 bands, which cover
the spectral range of 415-992 nm, and the image obtained by
HySpex SWIR-384 with 0.73-m spatial resolution has 288
bands, which cover the spectral range of 952-2508 nm. First,
two images were preprocessed (including atmospheric correc-
tion and geometric correction). Second, the image obtained by
HySpex VNIR-1600 was resampled to 0.73 m, and the two
images were merged into one image after wiping OFF spectral
overlap region and vapor absorption region. The new image
has 436 bands and covers the spectral range of 415-2508 nm.
Finally, an image with a size of 500 x 260 pixels was chosen
as the experimental area. Based on field investigation, there
are nine types of ground objects determined. The original
image and ground truth image are shown in Fig. 15, and
the number of labeled samples for each class is shown in
Table IX. To evaluate the classification accuracy and verify
the stability of the model, 10% and 5% of the labeled sample
were selected as training samples separately, and rest for
testing. According to the classification result by the parallel
GBRBM, the best classification accuracy of the framework
is using four layers (50 4+ 100 4 200 4 400). The accuracy

TABLE IX
NUMBER OF LABELED PIXELS IN EACH CLASS IN THE HYSPEX EXPERIMENT

Class No. of
Name
code samples
1 Bareland-1 26396
2 Lakes 4027
3 Coals 2783
4 Cement 5214
5 Crops-1 13184
6 Trees 2436
7 Bareland-2 6990
8 Crops-2 4777
9 Red-tiles 3070
Total 68877
TABLE X

COMPARISON RESULTS OF CLASSIFICATION IN THE HYSPEX
EXPERIMENT (10%)

Training  Prediction

) ) .

Model OA(%) AA(%) Kappa statistic time(s) time(s)
GBRBMin o7 00 9792 0.9726 218.52 0.73

Parallel
SVM (Linear) 9673  96.84 0.9586 2.12 30.27
SVM (RBF)  97.08  97.12 0.9629 4.14 62.76
DBN 9587  93.55 0.9473 807.57 0.16
Geforest 9438  93.67 0.9285 65.58 39.25
TABLE XI

COMPARISON RESULTS OF CLASSIFICATION IN THE HYSPEX EXPERIMENT (5%)

Training  Prediction

Model OA(%) AA(%) Kappa statistic time(s) time(s)
Gg;‘:lll\glin 95.70 94.37 0.9455 693.33 0.57
SVM (Linear)  95.53 94.33 0.9434 0.64 19.25
SVM (RBF) 95.11 94.05 0.9377 1.04 30.59
DBN 95.53 94.39 0.9432 408.24 0.16
Geforest 92.82 91.70 0.9085 63.48 35.47

comparison is shown in Tables X and XI, and classification
maps are illustrated in Figs. 16 and 17. The results are similar to
Section III-C; the GBRBM in parallel achieved the best accuracy
and reducing the number of training samples also degraded the
accuracy.

The classification maps show the land use in the experimental
area, which can obtain the land use change by comparing the
classification maps in different periods. From the current classi-
fication map, there are still large tracts of cultivated land around
the tailing reservoirs, and the cultivated area has not been re-
duced by the existence of tailing. However, the potential risks
still exist. The accumulation of tailings not only takes up a large
of land resources but causes ecological pollution. It is mainly
reflected in two aspects: one is dust pollution of surrounding
land in the coal transportation, and the other is that heavy met-
als in tailing would pollute the cultivated land with groundwater.
Therefore, it is helpful to find out the distribution of the tailing
reservoirs for later recovery.
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1
o

Fig. 16. Best classification results of the HySpex experiment (10%).
(a) Labeled map. (b) GBRBM in parallel. (¢) SVM (linear). (d) SVM (RBF).
(e) DBN. (f) Geforest.

Fig.17. Bestclassification results of the HySpex experiment (5%). (a) Labeled
map. (b) GBRBM in parallel. (¢) SVM (linear). (d) SVM (RBF). (e) DBN.
(f) Geforest.

V. CONCLUSION

In this paper, a novel classifier based on parallel GBRBM
was proposed, which was tested on three hyperspectral datasets.
The experiments demonstrate that the parallel GBRBM is an
effective feature extraction method. Compared to traditional
classifiers and several deep learning models, the accuracy by
parallel GBRBM-LR can improve about 2% to 5%. Although the
parallel GBRBM-LR framework has a longer training time, its
shorter prediction time makes it more suitable for a wide range
of hyperspectral data. There are two significant parameters that
impact the model classification accuracy: the number of layers
in parallel and the number of hidden neurons, which can only
be determined by experiments. In the future study, to make full
use of spatial and spectral information, feature fusion will be
introduced into this framework.

ACKNOWLEDGMENT

The authors would like to thank Prof. D. Landgrebe and
P. Gamba for providing the AVIRIS and ROSIS datasets used
in the experiments. The authors would also like to thank the
Jiangsu Innovation Teams, CUMT.

REFERENCES

[1] M. Li, M. M. Crawford, X. Yang, and Y. Guo, “Local-manifold-learning-
based graph construction for semisupervised hyperspectral image classifi-
cation,” IEEE Trans. Geosci. Remote Sens., vol. 53, no. 5, pp. 2832-2844,
May 2015.

[2] A.Bhattacharya and D. Dunson, “Nonparametric Bayes classification and
hypothesis testing on manifolds,” J. Multivariate Anal., vol. 111, no. 5,
pp. 1-19, 2012.

[3] K.Tan,J.Zhang, D. Qian, and X. Wang, “GPU parallel implementation of
support vector machines for hyperspectral image classification,” IEEE J.
Sel. Top. Appl. Earth Observ. Remote Sens., vol. 8, no. 10, pp. 4647-4656,
Oct. 2015.

[4] C.I. Chang, Hyperspectral Data Exploitation: Theory and Applications.
New York, NY, USA: Wiley, 2007.

[5] J. Wang and C.-I. Chang, “Independent component analysis-based dimen-
sionality reduction with applications in hyperspectral image analysis,”
IEEE Trans. Geosci. Remote Sens., vol. 44, no. 6, pp. 1586-1600, Jun.
2006.

[6] Q. Du, “Modified Fisher’s linear discriminant analysis for hyperspectral
imagery,” IEEE Geosci. Remote Sens. Lett., vol. 4, no. 4, pp. 503-507,
Oct. 2007.

[7]1 J. Wen, W. Yan, and L. Wei, “Supervised linear manifold learning feature
extraction for hyperspectral image classification,” in Proc. IEEE Geosci.
Remote Sens. Symp., 2014, pp. 3710-3713.

[8] J. H. Friedman, “Regularized discriminant analysis,” J. Amer. Statist.
Assoc., vol. 84, no. 405, pp. 165-175, 1989.

[9]1 P. Howland, J. Wang, and H. Park, “Solving the small sample size prob-
lem in face recognition using generalized discriminant analysis,” Pattern
Recognit., vol. 39, no. 2, pp. 277-287, 2006.

[10] S. T. Roweis and L. K. Saul, “Nonlinear dimensionality reduction by
locally linear embedding,” Science, vol. 290, no. 5500, pp. 2323-2326,
2000.

[11] J. B. Tenenbaum, V. de Silva, and J. C. Langford, “A global geometric
framework for nonlinear dimensionality reduction,” Science, vol. 290,
no. 5500, pp. 2319-2323, 2000.

[12] M. Belkin and P. Niyogi, “Laplacian eigenmaps and spectral techniques
for embedding and clustering,” Advances Neural Inform. Process. Syst.,
vol. 14, no. 6, pp. 585-591, 2001.

[13] W. Wu, D. L. Massart, and S. de Jong, “The kernel PCA algorithms for
wide data. Part I: Theory and algorithms,” Chemometrics Intell. Lab. Syst.,
vol. 36, no. 2, pp. 165-172, 1997.

[14] W.Sunand Q. Du, “Graph-regularized fast and robust principal component
analysis for hyperspectral band selection,” IEEE Trans. Geosci. Remote
Sens., vol. 56, no. 6, pp. 3185-3195, Jun. 2018.

Authorized licensed use limited to: East China Normal University. Downloaded on January 23,2024 at 12:12:14 UTC from IEEE Xplore. Restrictions apply.



636

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 12, NO. 2, FEBRUARY 2019

S. Mika, G. Ratsch, J. Weston, B. Scholkopf, and K. R. Mullers, “Fisher
discriminant analysis with kernels,” in Proc. Neural Netw. Signal Process.
IX, Proc. IEEE Signal Process. Soc. Workshop, 1999, pp. 41-48.

W. Sun, G. Yang, D. Bo, L. Zhang, and L. Zhang, “A sparse and low-
rank near-isometric linear embedding method for feature extraction in
hyperspectral imagery classification,” IEEE Trans. Geosci. Remote Sens.,
vol. 55, no. 7, pp. 4032-4046, Jul. 2017.

Y. Bengio, “Learning deep architectures for Al Found. Trends Mach.
Learn., vol. 2, no. 1, pp. 1-127, 2009.

G. E. Hinton, S. Osindero, and Y.-W. Teh, “A fast learning algorithm for
deep belief nets,” Neural Comput., vol. 18, no. 7, pp. 1527-1554, Jul.
2006.

G. Hinton, “Deep belief nets,” in Encyclopedia of Machine Learning, C.
Sammut and G. I. Webb, Eds. Boston, MA, USA: Springer, pp. 267-269,
2010.

R. Salakhutdinov and G. Hinton, “An efficient learning procedure for deep
Boltzmann machines,” Neural Comput., vol. 24, no. 8, pp. 1967-2006,
2012.

S. Lange and M. Riedmiller, “Deep auto-encoder neural networks in rein-
forcement learning,” Neural Netw. (IJCNN) Int. Joint Conf., pp. 1-8, Jul.
2010.

A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classifica-
tion with deep convolutional neural networks,” Commun. ACM, vol. 60,
pp. 84-90, 2017.

L. Zhang, L. Zhang, and B. Du, “Deep learning for remote sensing data:
A technical tutorial on the state of the art,” IEEE Geosci. Remote Sens.
Mag., vol. 4, no. 2, pp. 22-40, Jun. 2016.

Y. Chen, X. Zing, and X. Jia, “Spectral-spatial classification of hyper-
spectral data based on deep belief network,” IEEE J. Sel. Top. Appl. Earth
Observ. Remote Sens., vol. 8, no. 6, pp. 2381-2392, Jun. 2015.

Z. Lin, Y. Chen, Z. Xing, and G. Wang, “Spectral-spatial classification
of hyperspectral image using autoencoders,” in Proc. 9th Int. Conf. Inf.,
Commun. Signal Process., pp. 1-5, Dec. 2013.

X. Ma, H. Wang, and J. Wang, “Semisupervised classification for hyper-
spectral image based on multi-decision labeling and deep feature learning,”
ISPRS J. Photogrammetry Remote Sens., vol. 120, pp. 99-107, 2016.

L. Wang, J. Zhang, P. Liu, K.-K. R. Choo, and F. Huang, “Spectral—spatial
multi-feature-based deep learning for hyperspectral remote sensing image
classification,” Soft Comput., vol. 21, no. 1, pp. 213-221, 2017.

C. Farabet, C. Couprie, N. Najman, and Y. LeCun, “Learning hierarchical
features for scene labeling,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 35, no. 8, pp. 1915-1929, Aug. 2013.

M. Liangkvist, A. Kiselev, M. Alirezaie, and A. Loutfi, “Classification
and segmentation of satellite orthoimagery using convolutional neural
networks,” Remote Sens., vol. 8, no. 4, 2016, Art. no. 329.

X. Zhou, S. Li, T. Fang, Q. Kai, S. Hu, and S. Liu, “Deep learning
with grouped features for spatial spectral classification of hyperspectral
images,” IEEE Geosci. Remote Sens. Lett., vol. 14, no. 1, pp. 97-101, Jan.
2017.

A. Coates, A. Ng, and H. Lee, “An analysis of single-layer networks
in unsupervised feature learning,” in Proc. 14th Int. Conf. Artif. Intell.
Statist., pp. 215-223.

G. E. Hinton, “A practical guide to training restricted Boltzmann ma-
chines,” Neural networks: Tricks of the trade. Berlin, Heidelberg: Springer,
vol. 9, no. 1, 2012, pp. 599-619.

K. H. Cho, A.Ilin, and T. Raiko, “Improved learning of Gaussian-Bernoulli
restricted Boltzmann machines,” in Proc. 21th Int. Conf. Artif. Neural
Netw., pp. 10-17,2011.

N. Wang, J. Melchior, and L. Wiskott, “An analysis of Gaussian-binary
restricted Boltzmann machines for natural images,” in Proc. ESANN, pp.
287-292, 2012.

Kun Tan (SM’16) received the B.S. degree in infor-
mation and computer science from Hunan Normal
University, Hunan, China, in 2004, and the Ph.D. de-
gree in photogrammetric and remote sensing from the
China University of Mining and Technology, Jiangsu,
China, in 2010. From September 2008 to September
2009, he was working toward the Joint Ph.D. degree
in remote sensing at Columbia University, New York,
NY, USA.

From 2010 to 2018, he was with the Department
of Surveying, Mapping, and Geoinformation, China

iy 4

University of Mining and Technology, Xuzhou, China. He is currently a Profes-
sor with East China Normal University, Shanghai, China. His research interests
include hyperspectral image classification and detection, spectral unmixing,
quantitative inversion of land surface parameters, and urban remote sensing.

Fuyu Wu was born in Shandong, China, in 1993.
He received the B.S degree in remote sensing sci-
ence and technology from Wuhan University, Wuhan,
China, in 2015. He is currently working toward the
Ph.D degree in photogrammetry and remote sensing
at the China University of Mining and Technology,
Xuzhou, China.

His research interests include the hyperspectral
imagery processing and ecological monitoring.

Qian Du (S’98-M’00-SM’05-F’18) received the
Ph.D. degree in electrical engineering from the Uni-
versity of Maryland—Baltimore County, Baltimore,
MD, USA, in 2000.

She is currently a Bobby Shackouls Professor with
the Department of Electrical and Computer Engi-
neering, Mississippi State University, Starkville, MS,
USA. Her research interests include the hyperspectral
remote sensing image analysis, pattern recognition,
and machine learning.

Dr. Du was the Co-Chair for the Data Fusion
Technical Committee of the IEEE Geoscience and Remote Sensing Society
from 2009 to 2013, and the Chair for Remote Sensing and Mapping Technical
Committee of the International Association for Pattern Recognition from 2010
to 2014. She is currently the Chief Editor for the IEEE JOURNAL OF SELECTED
TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING. She is a
fellow of SPIE-International Society for Optics and Photonics.

Peijun Du (M’07-SM’12) received the Ph.D. de-
gree in photogrammetric and remote sensing from
China University of Mining and Technology, Jiangsu,
China, in 2001. He is currently a Professor of pho-
togrammetry and remote sensing with the Depart-
ment of Geographic Information Sciences, Nanjing
University, Nanjing, China, and the Deputy Director
of the Key Laboratory for Satellite Surveying Tech-
nology and Applications with the National Admin-
istration of Surveying and Geoinformation, China.
His research interests include remote sensing image
processing and pattern recognition; remote sensing applications; hyperspectral
remote sensing information processing; multi-source geospatial information
fusion and spatial data handling; integration and applications of geospatial in-
formation technologies; and environmental information science.

Prof. Du is an Associate Editor of the IEEE GEOSCIENCE AND REMOTE
SENSING LETTERS.

Yu Chen received the master’s degree in photogram-
metry and remote sensing from the China University
of Mining and Technology (CUMT), Xuzhou, China,
in 2012, and the Ph.D. degree in earth and planetary
science from the University of Toulouse, Toulouse,
France, in 2017.

In 2013, she was an Assistant Researcher with
the Géoscience Environnement Toulouse Laboratory,
French National Center for Scientific Research. She
i/l s currently a Lecturer with CUMT. Her current re-

search focuses on SAR interferometry, with particular
emphasis on its application for geophysical studies.

Authorized licensed use limited to: East China Normal University. Downloaded on January 23,2024 at 12:12:14 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


