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a b s t r a c t

The issues of feature redundancy and insufficient labeled samples impede the widespread application
of hyperspectral images. Many researchers have designed complex networks in pursuit of hyper-
spectral image classification, which has brought unstable factors to the networks and resulted in
poor performance in the case of insufficient labeled samples. The motivation of this paper is to
promote the classification accuracy by enhancing the classification approach, instead of the feature
extraction phase. Differing from the existing works which focus on elaborate and complicated network
designs and complex training strategies, this work is aimed at integrating a vector-neuron capsule
representation with a vanilla fully convolutional network (FCN) to obtain an improved hyperspectral
image classification performance in the case of insufficient labeled samples. The proposed network,
which is named the capsule-vectored neural network (CVNN), consists of an encoder–decoder feature
learning part and a vector-neuron capsule transformation part. In the encoder–decoder part, a down-
sampling step is employed twice in the fully convolutional framework. After feature extraction by the
vanilla FCN, the output is transformed into a vectorial representation with a learnable transformation
matrix. All of the vector neurons have a unified dimension, and the norm of the vector neurons is
utilized as the logit that is fed into the softmax function to obtain the posterior probability matrix.
The experimental results confirm that CVNN can tackle deep learning modeling well in the case of
limited labeled samples. The classification accuracy of CVNN is also higher than that of the other
advanced classification approaches.

© 2023 Elsevier B.V. All rights reserved.
1. Introduction

Hyperspectral remote sensing imagery has entered the era of
ass production, which significantly improves the situation of

mage information lagging behind the spatio-temporal changes of
round objects. However, the widespread application and rapid
evelopment of remote sensing monitoring technology is hin-
ered by the large amount of manual data annotation. Hyperspec-
ral remote sensing imagery contains rich optical characteristics
nd spectral information, but the lack of labeled samples means
hat the model training and updating for classification applica-
ions are confronted with great challenges. How to tackle the
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modeling of the data in the case of insufficient labeled sam-
ples is an interesting research topic. Moreover, there is an ur-
gent need to realize inter-class discrimination of ground objects
and to promote the development of hyperspectral remote sens-
ing image classification applications to be both data-driven and
knowledge-driven.

Hyperspectral remote sensing imagery is made up of high-
dimensional data cubes containing rich spatial and spectral in-
formation, which provides us with the ability to gain an insight
into recognizing surface characteristics. Classification is one of
the primary research topics, which involves assigning a unique
label to each pixel in the image. Accurate classification and inter-
pretation are of great significance for land-cover monitoring [1],
vegetation assessment [2–4], pollution detection [5], atmospheric
environmental monitoring [6], and mapping [7]. Many hyper-
spectral image classification approaches have been proposed over
the past years, such as support vector machine (SVM) [8,9] and
multinomial logistic regression (MLR) [8,9], which are aimed at

https://doi.org/10.1016/j.knosys.2023.110482
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xploring the boundaries in the native spectral feature space.
nfortunately, the correlation among the spectral bands is high
nd redundancy is one of the obstructing factors for classification.
urthermore, the high-dimensional features are dependent on
ufficient information to avoid the Hughes phenomenon, which
s a big limitation in the case of insufficient labeled samples.
o solve this issue, researchers have proposed many feature re-
uction methods, such as band selection [10,11]. On the other
and, well-designed augmented spatial features can be employed
o promote the classification accuracy, such as texture features
12], the gray-level co-occurrence matrix (GLCM) [13] and the
opological properties [14,15]. However, the performance im-
rovement brought by these hand-crafted features is limited. The
yperspectral image classification task can be split into two pro-
esses – feature extraction and classification – and when the two
rocesses cannot be combined as an entirety, the optimal solution
ill not be globally optimal. Over the past years, deep learning
lgorithms have made many breakthroughs in the field of remote
ensing interpretation. Deep learning has high feature mining and
eature representation capabilities, and can extract the effective
haracteristics of remote sensing images. The end-to-end pat-
ern of deep learning can also train the feature extraction and
lassification hyperplane optimization effectively.
Deep learning based hyperspectral image classification started

ith the deep representation of one-dimensional (1D) features.
or example, deep restricted Boltzmann machines [16] and au-
oencoders [17] have been used to explore advanced features.
ther works have constructed a spatio-spectral 1D feature vector
o learn the deep representation [18].

Convolutional neural networks (CNNs) can be utilized in the
yperspectral data cube through the convolution operation, which
onforms with the data organization mode. To deliver the spatio-
pectral information, Yang et al. [19] utilized a CNN to extract
he features from both the spectral and spatial domains. The
xtracted features were then input into fully connected layers
or label prediction. To enable the CNN to capture deeper and
ider features of hyperspectral imagery, Lee and Kwon [20]
roposed a novel network which is able to integrate the local
patial and spectral relationships in neighborhood pixels, where
he contextual interactions can be optimally utilized. Zhang et al.
21,22] investigated a diverse region-based CNN, where the se-
antic context information can be enhanced by merging a di-
erse set of spatial characteristics, which has been demonstrated
o be important for classification. Hong et al. [23] proposed a
ransformer-based CNN, which can capture the spectrally local
equence information from neighboring bands and yield group-
ise spectral embeddings. Hao et al. [24] proposed a two-branch
tructure for hyperspectral image classification, which consists
f a stacked denoising autoencoder and a CNN for the spectral
nd spatial feature learning, respectively. The three-dimensional
3D) CNNs not only extract the convolution characteristics in both
he spatial and spectral dimensions, but can also be employed
or the feature extraction of hyperspectral imagery [25]. The
bove-mentioned CNN-based works are mainly carried out in
atch-based models, in which the label of the pixel is inferred
rom the patch consisting of the surrounding pixels. However, the
law of the patch-based inference approach is the many repeated
teps, which cause a waste of computing resources and result in
he low efficiency of the algorithm. Some works have introduced
ully convolutional network (FCN)-based models into hyperspec-
ral classification [1–3,26–28]. In an FCN, the last layer with full
onnection is replaced with an up-sampling operation, such as
econvolution or interpolation, which endows the FCN with high
obustness and flexibility. Following the many breakthroughs in
omputer vision tasks, the FCN has now been modified for the ap-

lication of hyperspectral image classification. For example, Jiang

2

et al. [28] proposed the fully convolutional spatial propagation
network (FCSPN) for hyperspectral image classification, which
consists of a 3D FCN and a convolutional spatial propagation
network. A residual unit and an attention mechanism are also
used to achieve a high level of performance. In addition, Li et al.
[26] proposed a deep learning framework based on an FCN, which
includes convolution, deconvolution, and pooling operations. The
experimental results showed that the enhanced deep features
can obtain a superior performance. Zheng et al. [27] investigated
an FCN-based classification method, in which the designed sam-
pling strategy boosts the optimization process. In the proposed
sampling strategy, the training samples in each category are
transformed into a balance sequence, where the balance sequence
can guarantee the convergence of the proposed model. Sun et al.
[2,3] proposed a segmentation network based on an end-to-end
FCN, which includes a fine label generation process to improve
the distribution characteristics of the land objects. Wang et al. [1]
explored the FCN-based network named the unified multiscale
learning (UML) framework for hyperspectral image classification,
which has a faster speed than the patch-based models. However,
from hand-crafted features to the well-designed networks and
elaborate attention mechanisms, the performance of the classi-
fication method is mainly dependent on the feature extraction.
Meanwhile, these networks need sufficient labeled samples, and
this precondition can rarely be met in hyperspectral image classi-
fication. To handle the case of classification with limited labeled
samples, other approaches have been investigated, such as meta-
learning [29] and semi-supervised learning [30]. Xue et al. [31]
proposed S3Net – a spectral–spatial Siamese network – which
can augment the training set by feeding sample pairs into each
branch, thus enhancing the model separability. Chu et al. [32]
introduced the discriminative information and local manifold
structure of samples into a broad learning system to enhance
the discriminative ability of the output weights and improve the
performance in the case of limited labeled samples.

The above-mentioned works are mainly based on scalar neu-
rons, which have been shown to be defective for classification
[18]. Since the concept of the capsule network was first proposed
[33], a number of methods have been proposed to improve the
performance of the capsule network [34,35]. On this basis, cap-
sule networks have been widely investigated in hyperspectral
image classification [36,37]. A capsule network is composed of
convolutional layers and capsule layers, which can address the
intrinsic limitation of the convolution operation, such as the
exponential inefficiency and the low robustness of affine trans-
formations. Recently, several researchers have suggested that
capsule-based networks have the potential to surpass the con-
ventional convolutional networks in many aspects, such as the
good performance with insufficient labeled samples. For example,
Wang et al. [18] proposed Caps-TripleGAN, which combines a
capsule network and a generative adversarial network to tackle
the insufficient training samples. In addition, Paoletti et al. [38]
developed a kind of refined capsule unit, which can represent
the spatio-spectral features. Li et al. [36] proposed a 3D capsule
network to enhance the robustness and achieve better general-
ization. In the conventional capsule network, the affine transfor-
mation process with a non-shared matrix and dynamic routing
brings a high modeling capacity. However, the optimization of the
transformation matrix and the weighted voting matrix are time-
consuming, which hinders the development of capsule networks
in hyperspectral image classification. Some methods related to
computational burden and latency optimization have been intro-
duced to address this issue [39–41]. Furthermore, the capsule-
based models generally use patches for the image inference, and
are thus affected by the intrinsic flaw of patch-based inference.
The motivation for this work can be described as follows:
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(1) As previously mentioned, the capsule vector neuron has
been shown to be more effective than the scalar neuron in learn-
ing separable features with limited samples, but its complex
learning process (such as dynamic routing) hinders its appli-
cation in hyperspectral image classification. In order to resolve
this problem, the proposed model employs a learnable capsule
transformation matrix to replace the dynamic routing, which can
reduce the complexity of the optimization processing.

(2) The existing capsule-related hyperspectral image classifi-
cation algorithms are mainly patch-based methods. However, the
patch-based inference approach includes many repeated steps,
which cause a waste of computing resources and result in the
low efficiency of the algorithm. Therefore, the capsule vector
neuron is embedded into an encoder–decoder FCN, and the em-
bedded capsule network can reduce the full image inference time,
compared with the patch-based methods.

Most recently, we investigated the capsule network and pro-
posed Caps-TripleGAN to solve the problem of hyperspectral im-
age classification in the case of limited labeled samples [18]. Caps-
Triple GAN is carried out using patch-based inference and consists
of a capsule network and a generative adversarial network (GAN).
The former component is responsible for the main classification
task, and the latter component is utilized for the training data
augmentation. However, Caps-Triple GAN has the disadvantage
of high time consumption, which can be ascribed to the dynamic
routing process and the patch-based inference. Moreover, the
complex unfolding optimization of the dynamic routing has a
huge requirement for computational memory, which also limits
the flexibility and the expandability of the capsule network, al-
though it has been proved to surpass the convolutional networks
in many aspects. In this regard, we replace the dynamic routing
process to allow the vector-neuron capsule representation to
be embedded into the FCN-based network, which can improve
the classification accuracy by enhancing the classification ap-
proach, instead of relying on complex feature extraction with an
unstable performance. To trade-off the computational overhead
and the modeling accuracy, the capsule network is refined and
embedded into the hyperspectral image classification based on
an end-to-end FCN. The time-consuming dynamic routing is mod-
ified to form a trainable weight optimization process, which can
accelerate the inference process significantly. With the high rep-
resentation capacity and the fast inference, the capsule-vectored
neural network (CVNN) can perform well in the case of limited
labeled samples. The main contributions of this work are given
as follows.

(1) We propose the innovative CVNN method for hyperspec-
tral image classification in an encoder–decoder architecture. The
network integrates a vector-neuron capsule representation with
a vanilla FCN to obtain an improved hyperspectral image classi-
fication performance in the case of insufficient labeled samples

(2) We utilize affine transformation to replace the time-con-
suming dynamic routing process. The affine transformation en-
ables the vector neurons to be optimized effectively. The time
consumption can thus be reduced by the full image inference,
compared with patch-based inference.

(3) Comprehensive comparisons between the recent deep
learning based classification methods and the proposed CVNN
method confirmed that the proposed method can obtain a state-
of-the-art performance under the case of very few labeled sam-
ples.

The rest of this paper is organized as follows. Section 2 de-
scribes the previous works in this field. Section 3 introduces the
proposed CVNN method. Section 4 details the real hyperspectral
datasets utilized in the experiments, the experimental results,
and the comparisons with other approaches. Finally, we draw our

conclusions in Section 5.
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2. Related works

2.1. The conventional CNNs and FCNs

The convolution operation is based on local connection, and
the weight sharing and local feature extraction make CNNs more
practicable than FCNs. The perception of the convolutional layer
is determined by its receptive field. When the receptive field
covers the whole data range, the convolutional layer is equivalent
to a fully connected layer. However, the stacked receptive field
means that CNNs still have to make a large number of parameter
calculations. Therefore, the general CNN networks use pooling
operations to reduce the scale of the network parameters. There
are two main approaches used in the convolution-based inference
models in hyperspectral image classification. One approach is
to use patches of the whole image to feed into the CNN, and
the other is to use the whole image based on an FCN. In the
former approach, the label of each patch is matched with its
center pixel; that is, the other pixels in this patch are employed
as the neighborhood information for the center pixel. However,
the modeling capability is heavily reliant on the size of the patch.
The classification map for a certain hyperspectral image can be
obtained by repetitive iterations though all the pixels, one after
another. The output of a single layer in a CNN can be obtained
by:

O = F
(
z l
)

= F

⎛⎝ICl−1∑
ic=1

al−1,t
∗W s,c

+ bs

⎞⎠ (1)

F(z) =

{
z, if z > 0

0, if z < 0
(2)

where O represents the output in layer l, al−1,t is the output of the
prior layer in the tth channel, W s,c is the affine weight matrix, and
bs is the bias. F denotes the nonlinear function. After the forward
propagation through all the layers, a fully connected layer follows
to calculate the logit into softmax.

Compared with the traditional CNN, the FCN abandons the
following fully connected layer and replaces it with a convolu-
tional layer. FCNs have been shown to perform well in semantic
image segmentation, in which it is necessary to identify each
pixel. Because the modeling object is the data in a patch, the
size of the patch is the crucial factor determining the modeling
capacity. Meanwhile, in an FCN, the dependence on the patch size
is eliminated. Moreover, each pixel has a large enough receptive
field and a tiny computational overhead. To avoid the loss of
details when down-sampling, some tricks can be applied in FCNs,
such as a skip connection between the down-sampling and up-
sampling. Moreover, many elaborate attention mechanisms and
multiscale feature fusion strategies [42] can be employed to boost
the final performance.

2.2. Capsule network

The design of a neural network is based on the activity of the
human visual cortex [43], while cortical cells also have specific
impulses in response to a series of relative features, such as
relative posture and position, which are discarded in a neural
network. Therefore, it is necessary to introduce a feature descrip-
tor which considers the relationship between the relative feature
pose and feature attributes. Differing from [33,43] advocated that
the visual cortex of the brain is organized into modules called
‘‘capsules’’. These capsules are designed to represent objects and
their properties, such as speed, tone, light, shadow, deformation,
or direction. Compared with the conventional neuron, the capsule
can capture a more comprehensive representation of the features.
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he former only cares about the existence or not, while the
atter learns the combined thinking of the features. Moreover, the
ropagation mechanism in a capsule network should be the same
s in a conventional neural network. The learned information
rom the prior layer should be assembled and transmitted into
he next layer. In the capsule network propagation, it is necessary
o consider both the existence of a certain feature and the high-
evel information, such as the form of the feature itself, and the
elationship between the feature and other features, which is
alled dynamic routing. Moreover, the output of the capsule net-
ork is formed to act in the same way as that of a conventional
eural network, and the nonlinear activation function is named
he squash function.

In a capsule network, the object recognition process for the
isual nerves is based on the relative characteristics. The relative
osition information of the objects that need to be recognized
s constructed hierarchically. The hierarchical attributes can be
egarded as inversion of the data, which can rebuild the original
ata. The correlation of the determination for the fed instance
s dependent on whether each feature maintains the relative
ierarchical attributes integrally.

. Methodology

.1. Capsule representation

In a CNN, the capacity of all the neurons in the same layer is
dentical and there is no internal hierarchical organization, which
eads to uncertain classification of an instance from a different
iew point. The shared weight adopted in a CNN is aimed at
xtracting stable features by the neural network when there are
light changes in the image, which is exactly what the capsule
etwork can do. In a capsule network, a capsule is defined as a
arrier container loading many neurons that represent specific
eatures appearing in the data. Each loaded neuron describes
corresponding attribute of a feature entity. The connection

etween capsules represents the position relationship between
ach feature entity. Sabour et al. [33] advocated employing vec-
or neurons to represent capsules, where the two basic vector
oncepts of ‘‘length’’ and ‘‘direction’’ are utilized to describe the
ttributes. Length represents the probability of the existence of
he feature entity, and direction describes the position attributes
f the feature entity.
Each capsule exists in the form of vector neurons, and the

alculation process for a vector neuron includes weight multipli-
ation, summation, and nonlinear transformation of the activa-
ion function, which is similar to the neuron calculation method
n the traditional neural network. Meanwhile, before multiplying
he weights, an additional affine transformation is carried out on
he relative position matrix related to the current layer. Table 1
ists the main differences between a capsule vector neuron and a
onventional scalar neuron.
The calculation process for each capsule is as follows:
(1) Step 1: the affine transform on the output of the prior layer

s used to obtain the relative posture of this layer.
(2) Step 2: the features are summed based on the weight

atrix, which determines the degree of the features’ influence.
(3) Step 3: the node is activated with a nonlinear activation

unction, while limiting the output length to 0–1.
Dynamic routing is carried out to obtain the weight matrix

n Step 2. The weight matrix is also known as the ‘‘coupling
oefficient’’, and it determines which low-level feature entities
re in charge of the high-level feature entities. With dynamic
outing, the connection weight of a lower-layer capsule close to
he capsule center is increased, and the weight for a capsule far
way from the capsule center is decreased. The weight matrix is
4

defined as I × J , where I and J respectively denote the number
of capsules in the prior layer and the current layer. The update
of the weight matrix is different from back-propagation, and is
called dynamic routing.

Since the output of this layer is input into the following layer,
both the value and direction should be considered. In Step 3, a
squash function is set in the capsule network, i.e., the output sj is
numerically squashed while maintaining the direction of sj.

sq(sj) =

sj2

1 +
sj2

sjsj (3)

where the front part is to squash the vector into 0 to 1. The norm
of the output will tend to be 1 when the norm of sj is very large;
conversely, if the norm of sj is very large, the norm of the output
vector will approach 0. The latter is utilized to keep the direction
vector.

The norm of the vector is utilized to represent the probability
of the existence of a special feature for the classification. For the
correct ground object class, the layer should have a long output
vector in the corresponding capsule. The interval losses for each
separate category are defined as follows:

LC = TCmax
(
0,m+

− ∥capC∥
)2

+ λ (1 − TC )max
(
0, ∥capC∥ − m−

)2 (4)

where LC denotes the distance between the positive and negative
samples to the hyperplane, C represents the category, and TC
is the indicator function for the classification based on one-hot
encoding. The corresponding position is 1 to represent class C.

3.2. Transformation to capsule vector

The capsule vector is obtained by stacking the multiple con-
volutional features in the capsule network, and the propagation
between capsules should employ an affine transformation in ad-
vance. The capsule vector should be fully connected between two
layers. The affine transformation matrix is W ∈ RI×J . The vector
after multiplying the matrix is:

Ui,j = Wi,jcapi (5)

where Ui,j denotes the vector having the same length as the
capsules in the following layer. After the affine transformation,
Ui,j should be summed with a different weight:

si =

∑
i

ci,jUi,j (6)

where ci,j is the weight matrix (which is also known as the
coupling coefficient), which is optimized by dynamic routing.
After this, the output capj is obtained by Eq. (1). In dynamic
routing, an additional bij is employed to indicate the consistency
between Ui,j and capj, and the coupling coefficient ci,j is updated
by:

ci,j =
exp

(
bij

)∑
k exp (bik)

(7)

where k denotes the number of capsules in the following layer.
bij is calculated by the combination of the input of the low-
layer capsule and the output of the high-layer capsule, which is
implemented by:

bi,j = bi,j + Ui,j · capj (8)

Differing from the conventional updating mechanism based on
loss calculation and back-propagation, the updating of ci,j and bi,j
is implemented in a feedforward process. Therefore, the dynamic
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Table 1
Pseudocode of the proposed algorithm.
routing can be regarded as gradually adjusting the probability of
the low-level capsule to that of the high-level capsule.
5

The capsule and dynamic routing are an effective way address
the limitations such as the lack of robustness to transformations
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n the traditional deep learning networks. However, despite the
ood performance, the dynamic routing has a huge overhead and
s time-consuming [44], which is not beneficial to hyperspectral
mage classification. Moreover, the capsule network is difficult to
odify with an FCN framework and is also time-consuming. As
uch, many methods have been proposed to solve the intrinsic
laws of capsule networks.

To tackle the cumbersome dynamic routing algorithm, we
ntroduce learnable transformation [21,22] to simplify the propa-
ation of the capsule network. Because of its ability to include
he features and the relative information, the vector neuron is
mployed following the FCN feature extraction. The projection
s carried out on the last layer, to play the role of classification.
or brevity, the m-dimensional features extracted by the FCN are

denoted as F ∈ Rh×w×m, where h and w represent the height and
width of the image, respectively. The goal of the transformation is
to obtain the category capsule for F using a (h×w)×c×d matrix,
where c is the number of categories and d is the dimension of the
capsule. For a certain pixel, the label indicator is determined by
a vector I ∈ Rc×d. Differing from the design of interval losses, the
norm of the indicator vector is regarded as the logit and fed into
the softmax function for the posterior probability.

In a traditional FCN, the transformation is carried out using
a 1 × 1 × c convolution operation. The learnable transformation
matrix is utilized to yield the capsule vector, which is different
from the conventional capsule network. Firstly, the extracted
feature F is obtained:

F = FCNbb(HSI) (9)

where HSI ∈ Rh×w×b is the hyperspectral image matrix, and b
is the spectral dimension. FCNbb denotes the fully convolutional
backbone network, which can be detailed as follows:

IF3 = DL2 (DL1 (PL(HSI))) (10)

where PL(·) is the initial convolution layer. DL1(·) and DL2(·)
are the two down-sampling layers. For convenience, the out-
put intermediate features of PL(·) and DL1(·) are denoted as IF1
and IF2, respectively. The down-sampling is followed with the
up-sampling layer:

UF1 = [UL1 (IF3) , CL1 (IF2)] (11)

F = CL3([UL2 (UF1) , CL2 (IF1)]) (12)

where UL1(·) and UL2(·) represent the up-sampling layer. UF1
epresents the intermediate features after UL1(·). CL1(·), CL2(·)
and CL3(·) are the convolutional layers. F is the extracted feature
hich is fed into the capsule transformation matrix.
After the feature extraction, the advanced features are orga-

ized into a vector representation by the transformation matrix.
n the capsule network, the organization form is as follows:

ap = groupd(fconv) (13)

where fconv denotes the output of the primary convolutional layer.
roupd represents the merge operation, which assembles the d
hannels as a d-dimensional vector. In CVNN, the d-dimensional
ector is obtained by projection transformation |W with a learn-
ble parameter. The advantage of the learnable transformation
atrix is that the parameter of the matrix can be optimized by
onventional back-propagation. In this work, each pixel in fconv
epresents the corresponding spatio-spectral features obtained
y the encoder–decoder feature extraction process, which differs
rom the approach used by Zhang et al. [21,22]. The trainable
ransformation matrix can thus be implemented in the FCN. Be-
ause the transformation is carried out on the 3D feature cube,
he dimension of the transformation matrix should stay the same
s that of the feature cube.
6

Firstly, we initialize the learnable transformation matrix |W ∈

Rm×c×d, where each column in |W denotes the projection sub-
space of the capsule vector, which consists of the basis of the
subspace span(|W ). The projection V on all the subspace can be
obtained as follows:

V = argminV∈span(|W ) ∥F − V∥ (14)

We utilize { qw1, qw2, . . . , qwc} as the basis, forming the transforma-
tion matrix |Wx of fx, which can be written as follows:

[v1, v2, . . . , vc ] =
⟨ qw1, fx⟩
⟨ qw1, qw1⟩

qw1 +
⟨ qw2, fx⟩
⟨ qw2, qw2⟩

qw2 + · · · +
⟨ qwc, fx⟩
⟨ qwc, qwc⟩

qwc

= [ qw1, qw2, . . . , qwc ]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

qw1
H

⟨ qw1, qw1⟩

qw2
H

⟨ qw2, qw2⟩

. . .

qwc
H

⟨ qwc, qwc⟩

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
fx

= |Wx

(
|Wx

H
|Wx

)−1
|Wx

Hfx (15)

here |Wx

(
|Wx

H
|Wx

)−1
|Wx

H can be written as |W
(
|WH
|W

)−1
|WH

or all the input features F , and has a closed-form solution:

= |W|W+F (16)

here |W+ is the Moore–Penrose pseudoinverse [45]. The cap-
ule vector of each pixel consists of V ∈ Rh×w×c×d and is the
epresentation of the advanced features. Each pixel corresponds
o c vectors, and each vector is denoted as v ∈ Rd. In CVNN, the
apsule vector can be utilized by the decoder part to reconstruct
he original features. The reconstruction loss can be added to
ptimize the model.
The capsule vector is in charge of different characteristics, and

s regarded as mutually independent. To this end, the transforma-
ion is orthogonal projection. That is to say, the columns in |W are
independent and |W+ can be regarded as (|W T

|W )−1
|W T . The norm

of V in the third dimension is used to indicate the class of each
pixel in the h × w feature map.

∥V∥2 =

√

V TV =

√
F T|W

(
|W T|W

)−1
|W T F (17)

where ∥V∥2 ∈ Rh×w×c . The norm of V is regarded as the logit,
and the loss is obtained by the softmax function.

After the loss calculation, the gradient is back-propagated, and
all the components of the proposed CVNN method can be trained
in the end-to-end framework.

3.3. The learning process

The final classification map is obtained by the feature ex-
traction phase and the classification phase in CVNN. Firstly, the
whole hyperspectral image HSI ∈ Rh×w×b is fed into the feature
extraction part, which is a kind of encoder–decoder structure for
high-level abstract feature learning. The extracted features have
the same width and length as the original hyperspectral image,
and are processed by the capsule transformation. After the trans-
formation, the features are projected to the capsule feature space
using the projection matrix. The spanning set is determined by
the number of capsules, which is consistent with the categories.
The basis of each span in the capsule transformation matrix gives
rise to each capsule. The extracted features then turn into a set of
characteristic vectors, and the vectors are regarded as the capsule
vectors. The norm of a capsule vector indicates the probability of
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elonging to a class. The category corresponding to the maximum
orm is the final label for the pixel. After this, all the pixels in the
yperspectral image can be labeled by CVNN.
In order to control the experimental conditions, the number

f labeled training samples is 10 samples per class, and the
ther labeled pixels are employed in the accuracy assessment
n each dataset. Ten samples per class in the training process
re divided into model learning and model validation sets [27].
ecause CVNN is based on the encoder–decoder structure, the
hole hyperspectral image is fed into the CVNN framework, and
he labeled image keeps the same length and width as the original
nput. In this way, the pixels of the labeled image are partly
abeled based on the training dataset. Only some of the labeled
amples in each category are selected to generate the labeled
mage T′

∈ Rh×w in one training iteration, which is illustrated
in Fig. 1. For example, the number of categories in the Kansas
Advanced Hyperspectral Imager (AHSI) dataset is seven and T′

contains seven labeled pixels which cover all categories. The loss
calculation is executed based on the labeled pixels rather than the
whole image. Because the labeled data pixels are few in number,
only one labeled sample per class is employed for the model
validation, and the other nine labeled samples are used for the
model learning.

3.4. Capsule-vectored neural network

The proposed CVNN consists of a fully convolutional part and a
capsule vector learning part. Because of the good performance of
the capsule vector in the discrimination process, CVNN can obtain
a high accuracy using a vanilla FCN, which is performed as shown
in Fig. 2.

CVNN employs encoding and decoding processes. In the en-
coding process, three layers are used for the feature represen-
tation, in which two down-sampling operations are adopted for
the down-scaling. Firstly, the initial part is utilized to extract the
primary features of HSI ∈ Rh×w×b, without any scale changes.
he output of the initial part is f1 ∈ Rh×w×m1 . After the initial
art, the following convolution is of stride 2, which generates
he down-sampling feature f2 ∈ Rh/2×w/2×m2 . f2 is then fed into
nother down-sampling layer which has the same stride, and
he output is f3 ∈ Rh/4×w/4×m3 . The output is conserved for the
ateral connection of the decoding process during the encoding
rocess. Before the lateral connection, additional convolution is
arried out for the fine adjustment. In the decoding process,
VNN adopts interpolation for the up-sampling, on account of
7

he shortcut connection. The channels of the output feature are
oubled, which should be adjusted by an additional convolutional
ayer. After the two up-sampling layers, the extracted feature
is obtained. The transformation matrix is utilized to obtain

he capsule vector. To this end, the posterior probability can be
chieved by the norm of the capsule vector using the softmax
unction.

The supervised training is carried out by sampling. Inspired
y Zheng et al. [27], the whole hyperspectral image is fed into
he CVNN framework, and only the labeled pixels are utilized in
he transformation to the capsule vector and in the calculation of
he loss in the training process. In each training iteration, random
ampling is carried out on the labeled pixels, and the chosen
amples are employed for the loss calculation. Table 1 details the
roposed learning algorithm.

. Experiments and discussion

In this paper, the overall accuracy (OA) and kappa coefficient
re employed to report the performance of the proposed method.
he OA is the ratio of the number of correctly classified pixels
o total pixels. The kappa coefficient refers to the consistency
etween the model labels and the actual labels of all the pixels.
he insufficient sample scenario for the training dataset was
chieved by running the model with 10 labeled pixels in each
ategory. The counterpart methods consisted of SVM as a repre-
entative conventional classifier, a vanilla CNN as a representative
f the traditional patch-based methods, a vanilla CapsNet as a
epresentative of the traditional capsule network methods, the
ultiscale residual network (MSRN) [46], A2S2 ResNet [47], the
CN-based method of fast patch-free global learning (FPGA) [27],
ML [1], and the few-shot method of S3Net [31]. The details of
ach counterpart methods are given as follows:

(1) CNN-4 uses a 2D CNN with two layers and the patch size
is 4.

(2) CapsNet-4 is the original capsule network, which consists
of patch-based inference and dynamic routing optimiza-
tion.

(3) MSRN features a multiscale residual module on a mixed
depthwise CNN, and has been shown to have a good per-
formance for hyperspectral image classification.

(4) A2S2 ResNet is an attention-based deep learning method
using 3D convolution and an adaptive spectral–spatial ker-

nel.
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Fig. 2. The structure of the CVNN framework for hyperspectral image classification.
(5) FPGA is a widely utilized method based on an FCN, which
has the same training strategy as CVNN.

(6) UML is an FCN-based model that employs multiscale fea-
ture fusion and channel shuffle.

(7) S3Net is a lightweight spectral–spatial network for few-
shot hyperspectral image classification, which is based on
patch-based inference.

The hyperparameter C and gamma of SVM with restricted
oltzmann machine (RBM) kernel were optimized. MSRN and
he vanilla CNN are 2D CNNs and A2S2 ResNet is based on a
D CNN. To test the effect of the capsule vector, a CNN with
apsule representation was also used, which is named CapsNet
18]. All the deep learning based methods were deployed on an
VIDIA GeForce RTX 3090 graphics processing unit (GPU). For
fair comparison, the patch size was fixed as 4 in the vanilla
NN and CapsNet, and the corresponding counterpart methods
ere named CNN-4 and CapsNet-4, respectively. The parameter
ettings of MSRN and A2S2 ResNet were consistent with the
ptimal settings in the original works. In CapsNet-4, the capsule
ayer followed the conventional CNN with two layers. After the
eature extraction of the patches, the features were squeezed into
1D vector to indicate the posterior probability. In CVNN, the
utput of the feature extraction had 160 channels, which was
ransformed into the capsule vector. The length of each capsule
ector was 4, and the number of capsules was consistent with the
umber of categories. The kernel of each convolution operation in
he FCN-based and patch-based methods was uniformly 3 × 3,
and the number of training iterations was 1500. The sampling
approach was based on Zheng et al. [27]. The optimizer was
the Adam optimizer [48]. The total parameter size of CVNN was
2.399M, 2.47M, 2.57M, and 2.43M on the Pavia University, Indian
Pines, Kansas AHSI, and Houston CASI datasets, respectively.
8

4.1. Dataset description

4.1.1. Indian Pines AVIRIS dataset
The Indian Pines dataset was collected by the Airborne Visible

Infrared Imaging Spectrometer (AVIRIS). The width and height of
this image is 145 × 145 pixels and the spatial resolution is 17 m.
There are 16 categories of objects in the Indian Pines dataset,
including different kinds of mixed objects. The many kinds of
vegetation bring a challenge to the classification task. The given
spectral features include 220 spectral bands with a 5-nm spectral
resolution after noisy band removal. Fig. 3 depicts the image and
the corresponding labeled categories.

4.1.2. Pavia University ROSIS dataset
The Pavia University dataset was acquired by the Reflective

Optics System Imaging Spectrometer (ROSIS). The width and
height of this image is 610 × 340 pixels and the spatial resolution
is 1.3 m. There are nine categories of objects in the Pavia Univer-
sity dataset, including different kinds of vegetation and artificial
ground objects. The scattered objects represent a classification
challenge. The given spectral features include 103 spectral bands
with a 4.0-nm band width after noisy band removal. Fig. 4 depicts
the image and the corresponding labeled categories.

4.1.3. Kansas AHSI dataset
The Kansas AHSI dataset was acquired by the visible-

shortwave infrared Advanced Hyperspectral Imager (AHSI), and
is the only satellite-based hyperspectral imagery dataset among
these four datasets. The AHSI instrument is carried onboard the
GF-5 satellite of China. The width and height of this image is
650 × 340 pixels. The spatial resolution is 30 m, which brings
a challenge to the classifier performance. There are seven labeled
categories in the Kansas AHSI dataset. Fig. 5 depicts the image
and the corresponding labeled categories.
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Fig. 3. The image and the corresponding labeled categories for the Indian Pines AVIRIS dataset.
Fig. 4. The image and the corresponding labeled categories for the Pavia University ROSIS dataset.
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Table 2
Number of labeled pixels in the Indian Pines dataset.
Class name Training

set number
Test set
number

Labeled sample
number

Alfalfa 10 36 46
Corn-Notill 10 1418 1428
Corn-Mintill 10 820 830
Corn 10 227 237
Grass-Pasture 10 473 483
Grass-Trees 10 720 730
Grass-Pasture-Mowed 10 18 28
Hay-Windrowed 10 468 478
Oats 10 10 20
Soybean-Notill 10 962 972
Soybean-Mintill 10 2445 2455
Soybean-Clean 10 583 593
Wheat 10 195 205
Woods 10 1255 1265
Bs-Grss-Trs-Drs 10 376 386
Stone-Steel-Towers 10 83 93

4.1.4. Houston CASI dataset
The Houston CASI dataset was acquired by the ITRES Research

td. CASI-1500 sensor over the University of Houston and its
urroundings in Texas, USA. There are 349 × 1905 pixels and 144
ands in the spatial and spectral dimensions of the Houston CASI
mage, respectively. The spatial resolution is 2.5 m. There are 15
abeled categories in the Houston CASI dataset. Fig. 6 depicts the
mage and the corresponding labeled categories.

.2. Experiments with the Indian Pines dataset

In order to control the experimental conditions, the number
f labeled training samples was 10 samples per class, and the
ther labeled pixels were employed in the accuracy assessment.
he training and test sets in the Indian Pines dataset are listed in
able 3 (see Table 2).
 t

9

The accuracy of the different approaches is reported in Ta-
ble 4. Because of the sparse labeled data and the large number
of categories, the OAs for all the methods are lower than 90%.
The proposed CVNN method obtains the best result with an OA
of 82.07%, which is 3.22% higher than the OA of the second-
best approach. The OA of S3Net is higher than that of the other
comparison methods, with an OA of 80.33% (and a kappa of
0.7764), which demonstrates the validity of weighted contrastive
learning in the case of limited labeled samples. The third-best
performing method is FPGA, with an OA of 78.85% and a kappa
of 0.7613, and FPGA outperforms the other methods by over 10%
in OA, at least. The results of the deep learning based methods
are better than the result of the traditional SVM method, because
of the more efficient feature extraction and the utilization of
spatio-spectral features. The original CapsNet-4 is superior to
CNN-4, which reveals the advancement of the capsule vector
when compared with the scalar neuron. The proposed CVNN
obtains the highest accuracy on nine categories, which is over
half of the categories in the Indian Pines dataset. For the classes
of Alfalfa, Grass-Pasture-Mowed, Hay-Windrowed, and Oats, the
classification OA is 100%.

Fig. 7 shows the classification maps generated by each method.
The result of SVM contains the most obvious salt-and-pepper
noise, followed by the result of CNN-4. The obvious salt-and-
pepper noise is improved in the results of MSRN and A2S2 ResNet,
hich use a larger patch size than CNN-4 and CapsNet-4. Sig-
ificant noise appears on the boundary of the classification map
btained by MSRN. The Indian Pines dataset contains many kinds
f vegetation, and there is less differentiation in the spectral
eatures. The dataset was collected over an agricultural region,
nd there are several roads between the parcels of cultivated
ields. The pixels of the roads can be classified well by SVM,
NN-4, and CapsNet-4. Meanwhile, in the results of MSRN, A2S2
esNet, and FPGA, the profiles of the roads are obscured by the
ver-smooth classification results. Moreover, the boundaries of
he cultivated fields are not sharp in the results of MSRN, A2S2
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Fig. 5. The image and the corresponding labeled categories for the Kansas AHSI dataset.
Fig. 6. The image and the corresponding labeled categories for the Houston CASI dataset.
Table 3
The accuracy of the different methods for the Indian Pines dataset.
Category SVM CNN-4 CapsNet-4 MSRN A2S2ResNet FPGA UML S3Net CVNN

Alfalfa 86.11 97.22 81.25 100 100 100 97.22 100 100
Corn-Notill 35.97 38.93 48 46.21 37.31 55.57 61 66.74 69.82
Corn-Mintill 58.54 38.79 44.96 75.93 45.22 85.73 78.17 58.04 91.71
Corn 57.71 39.65 87.92 100 86.3 74.89 69.13 81.53 97.8
Grass-Pasture 83.93 84.71 26.49 52.1 92.52 82.03 86.47 85.47 78.86
Grass-Trees 76.81 79.72 73.86 95.97 96.81 93.19 99.17 88.67 90
Grass-Pasture-Mowed 88.89 83.33 100 100 88.89 100 100 100 100
Hay-Windrowed 60.26 74.36 77.46 54.69 99.78 98.93 95.73 90.5 100
Oats 100 50 100 80 100 100 100 100 100
Soybean-Notill 64.66 66.81 75.64 65.49 54.08 86.28 85.65 83.28 86.9
Soybean-Mintill 28.26 54.5 44.09 47.35 59.99 70.76 62.94 77.21 82.54
Soybean-Clean 47.34 25.56 38.54 52.36 64.55 79.93 70.15 80.97 86.79
Wheat 91.79 84.1 90.29 98.46 97.95 93.33 96.92 100 96.92
Woods 59.44 47.65 74.49 89.52 85.02 83.03 87.97 93.12 88.84
Bs-Grss-Trs-Drs 28.46 43.63 29.73 90 80.43 100 100 96.77 99.2
Stone-Steel-Towers 87.95 90.36 84.13 97.59 87.95 98.8 98.8 100 96.39

OA 50.59 53.44 55.77 64.82 67.02 78.85 77.51 80.33 85.58
KAPPA 0.4546 0.4768 0.504 0.6098 0.6283 0.7613 0.7464 0.7764 0.8366
ResNet, and FPGA, which is caused by the large patch size and
the loss of detailed features in the down-sampling. Fig. 8 logs
the training loss and testing loss of CVNN through the training
process, where the training loss is stable when the iterations near
10
100 and the testing loss is stable when the iterations are about
800.

Floating-point operations (FLOPs) and the running time are
utilized for the complexity analysis of each method, which are
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Fig. 7. The results obtained by the different methods with the Indian Pines dataset.
Fig. 8. The loss curves of CVNN on the Indian Pines dataset.
isted in Table 4. The calculation of FLOPs was conducted on
he inference data of each deep learning method. For the patch-
ased methods, such as CNN-4 Capsule-4, MSRN, A2S2 ResNet,
nd S3Net, the FLOPs were calculated on the patch. For the FCN-
ased methods, such as FPGA, UML and CVNN, the FLOPs were
alculated on the whole image. Therefore, the total FLOPs of the
atch-based methods are a summation of all the layers in the
etwork for the input hyperspectral patch, multiplied by the pixel
umber. The inference speed of the FCN-based methods is faster
han that of the patch-based methods because the data patch is
btained by sliding a window in a one-step stride, which involves
any repetitive calculations.
11
4.3. Experiments with the Pavia University dataset

The training and test sets in the Pavia University dataset are
listed in Table 5. The test set number is tens of thousands of times
more than the training set number in some categories.

Table 5 lists the accuracies of all the approaches for the Pavia
University dataset. Among the seven methods, only the accuracy
of CVNN is more than 90%, at 92.48%, which is higher than
the second-best performing method by 4.73%. The second-best
performing method is UML, with an OA of 89.91% and a kappa
of 0.8578. As shown in Fig. 9, the three FCN-based approaches
are superior to the other methods, not just in terms of the OA
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Fig. 9. The results obtained by the different methods for the Pavia University dataset.
Table 4
Complexity analysis of the different approaches on the Indian Pines dataset.
Indicator CNN-4 CapsNet-4 MSRN A2S2ResNet FPGA UML S3Net CVNN

Running time (s) 5.58 5.74 5.82 12.96 1.23 1.98 16.06 0.52
GFLOPs 11.63 120.68 31.52 3838.14 17.13 21.46 1341.61 34.12
and kappa, but also the classification map. Compared with FPGA,
CVNN has a more concise and efficient network structure for
feature extraction, and the capsule transformation endows CVNN
with a remarkable feature representation ability. The classifica-
tion map of CNN-4 is better in terms of salt-and-pepper noise
than that of SVM. The performance of CapsNet exceeds that of
the other patch-based methods, with an OA of 84.22% and a kappa
of 0.7905, which demonstrates that the vector neuron is a more
efficient approach in feature learning. Moreover, the noise in the
classification result is improved, compared with the vanilla CNN
(see Table 6).

The three FCN-based approaches obtain a higher OA than
he other methods, which indicates that the FCN framework is
avorable in hyperspectral image classification. The OA and kappa
alues of SVM are the lowest, at 67.19% and 0.5907, respectively,
12
Table 5
Number of labeled pixels in the Pavia University dataset.
Class name Training

set number
Test set
number

Labeled sample
number

Asphalt 10 6621 6631
Meadows 10 18639 18649
Gravel 10 2089 2099
Trees 10 3054 3064
Painted metal sheets 10 1335 1345
Bare soil 10 5019 5029
Bitumen 10 1320 1330
Self-blocking bricks 10 3672 3682
Shadows 10 937 947
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Fig. 10. The loss curve of CVNN on the Pavia University dataset.
Table 6
The accuracy of the different methods for the Pavia University dataset.
Category SVM CNN-4 CapsNet-4 MSRN A2S2ResNet FPGA UML S3Net CVNN

Asphalt 68.95 92.51 79.8 57.78 84.36 90.15 78.9 93.47 95.67
Meadows 60.94 57.29 94.79 87.52 89.75 80.86 89.85 89.14 88.31
Gravel 63.14 77.84 61.83 33.42 26.94 72.33 85.3 47.79 87.94
Trees 87.3 87.69 90.76 93.23 74.78 95.81 94.79 96.82 96.99
Painted metal sheets 99.63 100 99.55 85.84 86.52 100 99.25 99.7 99.93
Bare soil 62.56 91.59 50.91 91.45 80.39 97.47 85.36 49.42 98.85
Bitumen 85.98 85.83 96.74 82.73 81.51 92.58 97.312 99.16 95.08
Self-blocking bricks 60.84 97.52 79.87 89.19 81.24 97.98 97.14 80.31 93.36
Shadows 99.68 98.83 99.68 74.49 92.32 99.47 99.36 95.49 99.89

OA 67.19 76.56 84.22 80.76 82.44 87.75 89.11 83.68 92.48
KAPPA 0.5907 0.7098 0.7905 0.758 0.7705 84.28 85.78 0.784 0.9023
Table 7
Complexity analysis of the different approaches on the Pavia University dataset.
Indicator CNN-4 CapsNet-4 MSRN A2S2ResNet FPGA UML S3Net CVNN

Running time (s) 22.02 23.85 16.72 38.41 1.41 2.03 109.4 0.83
GFLOPs 113.24 4946.49 311.11 20775.63 128.34 168.51 6864.11 277.41
which means that 10 labeled samples per class is not enough
for the optimization of SVM. The performance of S3Net is bet-
ter than that of MSRN and A2S2 ResNet, which means that the
iamese structure is effective in handling few-shot learning. The
alt-and-pepper noise and stripe noise are relatively significant
n the results of SVM and A2S2 ResNet. The result of MSRN is
ver-smooth and cannot represent the real shapes of the ground
bjects, which is caused by the large patch size. The patch-based
odels of CNN-4, A2S2 ResNet, and MSRN utilize patches step by
tep for the whole image classification inference, and the labels
f two adjacent pixels are obtained based on two almost identical
mage patches, which results in a high probability of the same
abels. This inference pattern brings unfavorable effects in the
oundary pixels of the different objects. With the larger patch
ize, the mislabeling phenomenon is more obvious.
The results of FPGA and CVNN are closer to the true distri-

ution of the land cover, and the result of CVNN shows clearer
rofiles for the scattered objects, such as the solitary trees and the
bjects on the roof. In SVM, the inference is pixel to pixel, i.e., the

pectral vector of the pixel generates the label of the pixel, which

13
guarantees retention of the details. Unfortunately, keeping the
detailed information introduces salt-and-pepper noise in the clas-
sification map. In both the patch-based methods and FCN-based
methods, the convolution operation takes the neighborhood con-
text into account and labels each pixel by all the features in the
receptive field, which leads to the loss of detailed information.
The result of the proposed CVNN method shows that this method
is able to keep the details while avoiding the salt-and-pepper
noise, which can be attributed to the capsule transformation and
simple network design.

The FLOPs and running times of all methods are reported in
Table 7. The inference time of CVNN is shorter than that of the
other methods, at 0.83 s. Although the vector-neuron represen-
tation brings more FLOPs in CVNN, the simple layer propagation
with capsule transformation consumes a minimal amount of time.
Fig. 10 logs the training loss and testing loss of CVNN through
the training process, where the training loss is stable when the
iterations are about 200, and the testing loss is stable when the

iterations are about 300.
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Fig. 11. The results obtained by the different methods for the Kansas AHSI dataset.
Fig. 12. The loss curve of CVNN on the Kansas AHSI dataset.
.4. Experiments with the Kansas AHSI dataset

The training and test sets in the Kansas AHSI dataset are listed
n Table 8. The test set number is tens of thousands of times more
han the training set number in some categories. Ten labeled
ixels were randomly selected for the training of each method.
he Kansas AHSI dataset has the lowest spatial resolution among
he four datasets, which means that there are some seriously
ixed pixels. Moreover, the number of spectral bands in the
ansas AHSI dataset is the highest, with 330 bands from 400 nm
o 2500 nm. Because of the scene being of an urban community,
he land covers have complex boundaries.

Table 9 lists the OA and kappa values of all methods on
he Kansas AHSI dataset. The OAs of CapsNet-4, FPGA, UML,
nd CVNN are higher than 80%. The superiority of the vector
euron is again proved by the result of CapsNet-4. The three
est performances are obtained by the three FCN-based methods,
.e., FPGA, UML and CVNN, with OAs of 85.87%, 87.1%, and 88.14%,
14
Table 8
Number of labeled pixels in the Kansas AHSI dataset.
Class name Training

set number
Test set
number

Labeled sample
number

Crop 10 5193 5203
Meadow 10 5458 5468
Business area 10 4685 4695
Bare soil 10 12078 12088
Residential area 10 8225 8235
Water 10 1673 1683
Road 10 4571 4581

respectively, which are over 5% higher than the OAs of the other
methods. A2S2 ResNet achieves the worst performance, with an
OA of 71.26% and a kappa of 0.6566, which are lower than the
OA and kappa of SVM.

Fig. 11 illustrates the classification results of all the approaches.
The salt-and-pepper noise in the result of SVM is serious, but
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Table 9
Accuracy of the different approaches for the Kansas AHSI dataset.
Category SVM CNN-4 CapsNet-4 MSRN A2S2ResNet FPGA UML S3Net CVNN

Crop 76.04 97.78 93.35 93.74 88.35 95.32 98.07 94.22 98.22
Meadow 96.94 92.58 88.09 99.51 94.78 93.29 84.69 95.36 97.82
Business area 88.88 67.76 78.08 95.55 90.66 90.22 91.14 74.38 87.62
Bare soil 44.19 78.65 88.36 81.57 76.71 83.07 84.44 83.65 86.93
Residential area 84.67 93.68 78.07 66.17 44.98 91.59 88.64 78.8 90
Water 91.21 82.8 86.76 82.28 58.12 94.74 93.9 86.99 93.78
Road 57.73 23.54 37.67 37.09 41.15 55.72 63.25 32.92 63.49

OA 71.32 78.69 80.17 79.14 71.26 85.87 87.1 79.09 88.14
Kappa 0.6613 0.742 0.7583 0.7487 0.6566 0.8298 0.8444 0.7459 0.8566
Table 10
Complexity analysis of the different approaches on the Kansas AHSI dataset.
Indicator CNN-4 CapsNet-4 MSRN A2S2ResNet FPGA UML S3Net CVNN

Running time (s) 26.53 28.49 41.62 105.35 2.47 2.49 9.83 1.17
GFLOPs 120.34 6296.29 331.54 68867.05 175.76 211.16 4406.96 325.71
Table 11
Number of labeled pixels in the Houston CASI dataset.
Class name Training

set number
Test set
number

Labeled sample
number

Grass_healthy 10 1241 1251
Grass_stressed 10 1244 1254
Grass_synthetic 10 689 697
Tree 10 1234 1244
Soil 10 1232 1242
Water 10 315 325
Residential 10 1258 1268
Commercial 10 1234 1244

Road 10 1242 1252
Highway 10 1217 1227
Railway 10 1225 1235
Parking_lot 10 1223 1233
Parking_lot2 10 459 469
Tennis_court 10 418 428
Running_track 10 650 660

is much better in the results of CNN-4 and CapsNet-4. The salt-
and-pepper noise does not appear in the result of MSRN. There
is horizontal stripe noise in the result of A2S2 ResNet, which
ay have been caused by the direction of the inference and the

nstability of the model. There is a road in the right part of the
mage, which is misclassified in the result of CNN-4. A narrow
oad is represented by just one pixel in hyperspectral imagery
ith a 30-m spatial resolution, and the models with a large
atch size cannot successfully identify the ‘‘Road’’ category in the
ansas AHSI dataset. The ‘‘Water’’ category is also not recognized
n the results obtained by SVM and A2S2 ResNet.

The FLOPs and running times of all the methods are reported
n Table 10. The inference time of CVNN is shorter than that of
he other methods, at 1.17 s. The inference times of the three
CN-based methods are shorter than those of the patch-based
ethods. Fig. 12 logs the training loss and testing loss of CVNN

hrough the training process, where the training loss is stable
hen the iterations are about 100, and the testing loss is stable
hen the iterations are about 1400.

.5. Experiments with the Houston CASI dataset

The training and test sets of the Houston CASI dataset are
isted in Table 11. The test set number is hundreds of times more
han the training set number in most of the categories.

Table 12 lists the accuracies of all the approaches for the
ouston CASI dataset. The proposed CVNN method obtains the
est performance in over half the categories. Only the accuracies
f A2S2 ResNet, FPGA, UML, and CVNN are over 80%. The highest
15
accuracy of 89.16% is obtained by CVNN, which is higher than
the accuracy of the second-best performing method by 1.9%.
Because of the scene being the biggest among the four datasets,
the local features from the patch-based models cannot repre-
sent the complex land cover well in the Houston CASI dataset.
The accuracies of the three FCN-based models are higher than
those of the other methods. The OA of S3Net is higher than that
of SVM, CNN-4, and CapsNet-4, which proves that the features
extracted by the Siamese structure have good separability. The
three best performances are obtained by the three FCN-based
methods, i.e., FPGA, UML, and CVNN, with OAs of 86.29%, 87.26%,
and 89.16%, respectively, which are over 4% higher than the OAs
of the other approaches.

Fig. 13 shows the classification maps of all the methods. The
integrity of the FCN-based methods of FPGA, UML, and CVNN is
better than that of the other methods. The results of SVM, CNN-
4, and CapsNet-4 contain lots of salt-and-pepper noise. Because
of the cloud cover in the right of the Houston CASI dataset, the
results of the comparison methods are impacted. Many pixels
are misclassified into ‘‘Highway’’ or ‘‘Railway’’ under the cloud-
covered area in the results of SVM, CNN-4, CapsNet-4, MSRN, A2S2
ResNet, FPGA, and UML. The results of S3Net and CVNN show
a better performance in the cloud-covered area. The FLOPs and
running times are reported in Table 13. The inference time of
CVNN is 1.9 s, which is faster than that of the other methods.
Because of the simple network structure, the FLOPs of CVNN are
less than those of UML. Fig. 8 logs the training loss and testing loss
of CVNN through the training process, where the training loss and
testing loss are stable when the iterations are about 300, which
indicates that CVNN has been trained effectively with the limited
labeled samples. When the curves converge, the error on the test
dataset is also stable (see Fig. 14).

4.6. Discussion of the experimental settings

In this section, we describe how the performance of CVNN
was evaluated based on different numbers of labeled samples, to
explore the sensitivity of the proposed method toward different
sizes of training sets. For the different numbers of labeled samples
(5, 10, and 15 samples per class), the OAs obtained on the four
datasets are shown in Fig. 15. The OA and kappa obtained on the
four datasets are reported in Table 14.

On the Indian Pines dataset, the OA when using 5 labeled
samples per class is less than 80%, and the training process is
unstable. The increasing trend in accuracy when using 10 and 15
labeled samples per class is more stable than with 5 labeled sam-
ples. Although the initial OA for 15 labeled samples is lower than
that for 10 labeled samples, the OA becomes the highest after
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Fig. 13. The results obtained by the different methods for the Houston CASI dataset.
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Table 12
The accuracy of the different methods with the Houston CASI dataset.
Category SVM CNN-4 CapsNet-4 MSRN A2S2ResNet FPGA UML S3Net CVNN

Grass_healthy 83 94.43 100 99.27 99.27 97.4 97.18 93.12 97.9
Grass_stressed 71.3 98.39 86.58 94.86 86.98 84.97 97.19 76.92 98.95
Grass_synthetic 98.11 94.47 99.13 98.25 100 100 100 100 100
Tree 70.83 91.98 71.39 91.73 92.46 93.84 93.44 92.6 94.25
Soil 89.45 97.65 98.7 97.48 99.59 100 99.84 92.01 100
Water 84.44 63.49 76.19 87.94 81.59 81.27 87.94 86.13 90.79
Residential 64.79 61.53 72.5 32.19 70.37 75.68 84.89 63.93 81.96
Commercial 76.26 66.37 78.69 62.92 40.56 59.48 43.27 69.57 50.16
Road 75.04 61.43 52.17 41.79 76.94 86.23 90.66 53.44 92.75
Highway 57.75 62.2 87.67 86.2 49.38 92.85 85.37 75.66 92.11
Railway 44.33 67.18 58.86 66.09 78.18 66.04 68.24 64.34 71.35
Parking_lot 48.81 43.58 44.89 91.01 97.71 89.04 90.68 72.33 95.09
Parking_lot2 23.97 36.6 83 95.64 90.2 84.53 96.3 97.14 92.37
Tennis_court 88.76 90.67 100 96.17 100 100 100 100 100
Running_track 90.15 92.92 94.01 99.85 100 100 100 100 100

OA 70.11 75.29 78.06 79.715 82.06 86.29 87.26 79.16 89.16
KAPPA 0.6767 0.7326 0.7627 0.781 0.806 0.8519 0.8624 0.7748 0.8828
Table 13
Complexity analysis of the different approaches on the Houston CASI dataset.
Indicator CNN-4 CapsNet-4 MSRN A2S2ResNet FPGA UML S3Net CVNN

Running time (s) 43.55 49.66 84.68 197.79 2.15 2.85 301.37 1.93
GFLOPs 365.66 5099.36 1003.92 100205.4 420.83 853.17 61573.95 873.55
Table 14
The accuracy of CVNN with different numbers of training samples on the different datasets.
Dataset 5 samples per class 10 samples per class 15 samples per class

OA Kappa OA Kappa OA Kappa

Indian Pines 79.07 0.7628 85.58 0.8366 88.94 0.8536
Kansas AHSI 76.13 0.7334 88.14 0.8566 90.21 0.8809
Pavia University 80.4 0.7865 92.48 0.9023 97.08 0.9525
Houston CASI 80.57 0.7792 89.16 0.8828 91.6 0.8843
Fig. 14. The loss curve of CVNN on the Houston CASI dataset.
n
c
o
f
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t

he training process is completed. On the Kansas AHSI dataset,
he OA for 5 labeled samples presents a downward trend after
000 iterations. The OA for 10 and 15 labeled samples improves
ignificantly after the first few iterations. The OA is improved
y over 10% from 5 labeled samples to 15 labeled samples per
lass. The OA presents an unstable upward tendency on the Pavia
niversity dataset with 5 labeled samples, which is the same as
n the Indian Pines and Kansas AHSI datasets. The improvement
ffect of 15 labeled samples becomes more significant after 1000
terations, compared with 10 labeled samples. On the Houston
ASI dataset, the increasing trend in accuracy is stable with 5,
0, and 15 labeled samples. Overall, the experiments on the four
17
datasets reveal the stable classification ability of the proposed
CVNN method.

The two hyperparameters of CVNN are c and d, where c is the
umber of vector neurons, which is consistent with the number of
ategories, and d is the dimension of each vector. The dimension
f the capsule neuron of the category capsules is one of the crucial
actors for the final output, so we chose 2, 4, 6, 8, and 10 as the
alue range to perform additional experiments. The five different
imensions were performed on the four datasets, as listed in
ables 15–18, where the best result is highlighted with bold and
he second-best is underlined.
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Fig. 15. Overall classification accuracies obtained for the four hyperspectral
image datasets using CVNN with 5, 10, and 15 labeled samples per class.
18
Table 15
The accuracy of CVNN with different vector dimensions for the Indian Pines
dataset.
Category d = 2 d = 4 d = 6 d = 8 d = 10

Alfalfa 100 100 100 100 100
Corn-Notill 65.23 69.82 60.01 61.78 64.53
Corn-Mintill 90.85 91.71 94.02 92.68 90.24
Corn 99.11 97.8 100 97.36 98.24
Grass-Pasture 81.4 78.86 83.72 84.14 81.61
Grass-Trees 96.53 90 84.58 92.5 93.47
Grass-Pasture-Mowed 100 100 100 100 100
Hay-Windrowed 99.36 100 99.57 100 98.29
Oats 100 100 100 100 100
Soybean-Notill 86.49 86.9 88.36 84.62 87.01
Soybean-Mintill 80.65 82.54 87.2 85.97 85.19
Soybean-Clean 80.27 86.79 86.96 77.02 82.16
Wheat 86.87 96.92 97.44 98.97 95.38
Woods 93.71 88.84 92.43 90.04 85.34
Bs-Grss-Trs-Drs 99.2 99.2 98.94 99.47 99.73
Stone-Steel-Towers 95.18 96.39 93.78 96.39 96.39

OA 84.97 85.58 86.67 85.19 84.96
KAPPA 0.8292 0.8366 0.8484 0.8316 0.8294

Table 16
The accuracy of CVNN with different vector dimensions for the Pavia University
dataset.
Category d = 2 d = 4 d = 6 d = 8 d = 10

Asphalt 68.95 95.67 93.84 91.19 89.28
Meadows 60.94 88.31 86.99 88.13 89.08
Gravel 63.14 87.94 92.3 88.13 89.95
Trees 87.3 96.99 96.4 95.28 95.81
Painted metal sheets 99.63 99.93 99.7 100 100
Bare soil 62.56 98.85 97.33 96.17 98.55
Bitumen 85.98 95.08 89.55 93.26 96.89
Self-blocking bricks 60.84 93.36 94.25 95.64 94.39
Shadows 99.68 99.89 99.79 99.89 99.47

OA 90.9 92.48 91.58 91.5 92.02
KAPPA 0.8825 90.23 0.8908 0.8895 0.8963

Table 17
The accuracy of CVNN with different vector dimensions for the Kansas AHSI
dataset.
Category d = 2 d = 4 d = 6 d = 8 d = 10

Crop 90.14 98.22 93.82 95.94 94.03
Meadow 89.5 97.82 98.2 97.23 94.52
Business area 93.11 87.62 71.21 89.18 78.99
Bare soil 89.52 86.93 91.6 85.2 84.9
Residential area 86.35 90 73.4 87.89 87.84
Water 93.07 93.78 93.66 94.92 95.34
Road 35.33 63.49 51.26 57.47 60.07

OA 84.77 88.14 82.56 86.44 84.91
Kappa 0.8153 85.66 0.7888 0.8363 0.8179

Table 18
The accuracy of CVNN with different vector dimensions for the Houston CASI
dataset.
Category d = 2 d = 4 d = 6 d = 8 d = 10

Grass_healthy 99.52 97.9 96.86 95.73 98.71
Grass_stressed 95.9 98.95 98.07 97.27 95.1
Grass_synthetic 100 100 100 100 100
Tree 92.46 94.25 92.22 93.27 93.6
Soil 100 100 99.92 100 100
Water 92.06 90.79 90.79 81.59 84.76
Residential 76.79 81.96 86.96 81.72 79.73
Commercial 39.95 50.16 42.14 40.6 40.44
Road 90.42 92.75 84.62 89.69 91.38
Highway 79.38 92.11 79.62 89.81 82.74
Railway 65.59 71.35 66.12 63.27 72.33
Parking_lot 94.19 95.09 87.41 90.11 89.82
Parking_lot2 92.81 92.37 92.81 95.64 94.12
Tennis_court 97.13 100 99.76 99.76 100
Running_track 100 100 100 100 100

OA 85.77 89.16 85.83 86.32 86.38
Kappa 84.63 88.28 84.7 85.22 85.29
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Table 19
The accuracy of the CVNN framework with different data noise.
Dataset AHSI AVIRIS ROSIS HST

Indicator OA Kappa OA Kappa OA Kappa OA Kappa

10%stripe_noise 86.3071 0.8347 62.76 0.5874 91.49 0.8895 87.86 0.8688
30%stripe_noise 86.2569 0.8341 60.66 0.5497 90.86 0.8825 86.97 0.8592
Gaussian 79.91 0.7594 31.74 0.1951 70.86 0.6219 74.8 0.7281
The different vector dimensions have a big impact on the final
erformance, of up to 6% in OA. Most of the experiments show
hat CVNN can represent all the features adequately when the
apsule dimension is 4. The capsule vector with a dimension
f 4 obtains the second-best OA and kappa on the Indian Pines
ataset. Comparing the results of all the experiments, the best
ector dimension setting was determined as 4 for all the datasets.
ith these settings, the OAs for the Indian Pines, Pavia Univer-

ity, Kansas AHSI, and Houston CASI datasets are 85.58%, 92.48%,
8.14%, and 89.16%, respectively.

.7. The robustness of the CVNN method to noise

The noise of remote sensing imagery impacts the performance
f remote sensing image processing [49]. In this section, we de-
cribe how the robustness to noise of the proposed CVNN method
as analyzed. Firstly, Gaussian noise and stripe noise, which
re two kinds of common noise in hyperspectral imagery, were
tilized as simulated noise for the original datasets. Stripe noise
an be one pixel wide or multiple pixels wide. The gray-level
alue of the bright stripe is higher than that of the surrounding
ormal pixels, while the gray-level value of the dark stripe is
ower than that of the surrounding normal pixels. Gaussian noise
s a kind of spot-like noise. In this work, the stripe noise ratio was
et to 10% and 30% (see Table 19).
Table 18 lists the classification accuracies for the different

atasets with different data noise. It can be seen that the Gaussian
oise and stripe noise cause a loss of the detection accuracy.
he CVNN method with 10% stripe noise obtains a higher ac-
uracy than with 30% stripe noise. The Gaussian noise impacts
he OA even more than the stripe noise in hyperspectral image
lassification using CVNN.

. Conclusion

In this paper, an FCN-based method with modified capsule
ransformation has been proposed to handle the inadequate fea-
ure representation of the traditional models and the poor classi-
ication performance under the case of insufficient labeled sam-
les. The motivation of this work was to improve the classifica-
ion accuracy through enhancing the classification step, instead
f the feature extraction phase. Differing from the existing works
hich focus on elaborate and complicated network designs and
omplex training strategies, this work was aimed at integrating
ector neurons with a vanilla FCN network to obtain a supe-
ior classification performance. The proposed network, which is
amed the capsule-vectored neural network (CVNN), consists of
n encoder–decoder part and a vector-neuron transformation
art. In the encoder–decoder part, a fully convolutional frame-
ork with a two times down-sampling step is utilized. To verify
he boosting effect of the vectorial FCN, the widely used mul-
iscale learning strategies and attention mechanisms are omit-
ed. After the feature extraction by the vanilla FCN, the output
s transformed into a vectorial representation with a learnable
ransformation matrix. All the vector neurons have a unified
imension, and the norm of the vector neurons is utilized as
he logit that is input into the softmax function to obtain the
osterior probability matrix. After supervised learning with the
19
limited labeled samples, the optimized transformation matrix is
able to transform the features learned by the FCN to the more ad-
vanced vectorial feature space. Four real hyperspectral datasets,
including both airborne and spaceborne images, were utilized
to evaluate the performance of CVNN. The experimental results
confirmed that CVNN can tackle deep learning modeling well in
the case of limited labeled samples, while achieving a good trade-
off between keeping the minor characteristics and restraining the
salt-and-pepper noise. The classification accuracy of CVNN was
also higher than that of the other state-of-the-art classification
methods.

In the aspect of future studies, two key points could be fur-
ther pursued. Firstly, the more advanced attention mechanisms
in the computer vision field could be investigated to learn the
fine-grained image features. Moreover, the proposed method is
based on supervised learning. How to combine the deep learning
methods with either semi-supervised or unsupervised learning
to solve the hyperspectral image classification task is another
possible future research direction.
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