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Abstract—Soil organic matter (SOM) content is a crucial indicator 
for assessing soil fertility, and serves as a key factor in sustaining 
a viable agricultural system. With the continuous advancement 
and improvement of remote sensing technology, hyperspectral 
imagery has been employed for the monitoring of SOM. While the 
numerous bands reveal finer details within the spectral features, 
this also brings information redundancy and noise interference. 
Currently, the dimensionality reduction methods designed for 
hyperspectral imagery encounter difficulties in achieving optimal 
band combinations. As a result, swiftly and accurately capturing 
the spectral features of SOM becomes a challenging task. In this 
paper, aiming to address the inefficiency and instability in 
hyperspectral feature selection, we propose a metaheuristic-based 
algorithm—the improved weighted marine predators algorithm 
(IWMPA)—for hyperspectral feature selection. Specifically, we 
simulated the process of hyperspectral feature selection using the 
foraging strategy of marine predators. We employed prior weight 
coefficients and reverse learning operations in the initialization 
phase to accelerate the convergence of the population, and 
introduced mutation operations into the phase of development to 
prevent the occurrence of local optima traps. We employed the 
IWMPA feature selection method to establish SOM estimation 
models within the research area of Yitong Manchu Autonomous 
County in China. The results demonstrated that the hyperspectral 
features selected using the IWMPA approach yield favorable 
outcomes in the SOM estimation models. Specifically, in the best-
performing regression model of this study, the R2 on the test set 
was 0.7225. These experimental results suggest that, in comparison 
to the existing methods, the proposed IWMPA method is more 
adept at capturing the spectral features of SOM. 
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predators algorithm, soil organic matter (SOM). 
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I. INTRODUCTION 
OIL forms the foundation of agricultural production and 
serves as a crucial medium for human habitat and 
survival[1]. Soil organic matter (SOM) content serves as 
a crucial indicator for assessing soil quality[2]. SOM 

refers to all the carbon-containing organic substances found 
within the soil, including plant and animal residues, as well as 
organic products resulting from biological activities[3,4]. SOM 
is crucial for maintaining soil fertility, water retention, nutrient 
cycling, and supporting diverse ecosystems[5]. It improves 
plant growth and enhances the physical properties of soil. It is 
also crucial for fostering soil structure formation, improving the 
physical traits of soil, and promoting fertilizer retention, and 
stands as a key determinant for crop yield[6]. Hence, the rapid 
and precise assessment of SOM holds immense significance in 
both monitoring soil fertility and driving advancements in 
agriculture. The conventional approach for obtaining SOM 
content typically involves collecting point-based field data and 
conducting chemical analyses in the laboratory. While this 
traditional approach offers the advantages of a high precision 
and accuracy, it comes with challenges, such as the substantial 
groundwork, high cost, extended timeframe, and the inability to 
achieve continuous assessment of SOM content across large 
geographical areas within a short time span[7-9]. As a result, 
obtaining spatial distribution data for SOM presents significant 
difficulties. Remote sensing, as an advanced technology, can 
provide support for the monitoring of SOM. 

In recent years, the advancement of hyperspectral sensors has 
greatly heightened the acquisition capability of hyperspectral 
data, enabling the possibility of extensive and refined ground 
monitoring[10]. This advancement provides a substantial 
amount of hyperspectral data support for soil and 
environmental quality monitoring[11,12]. As is widely known, 
hyperspectral data possess the characteristic of a high spectral 
resolution, which provides rich spectral information[13]. 
However, the challenges of information redundancy and noise 
interference brought about by hyperspectral data can also affect 
the accuracy of SOM estimation. Therefore, it is necessary to 
perform dimensionality reduction when constructing a 
hyperspectral SOM regression model. There are two common 
methods for the dimensionality reduction of hyperspectral data: 
feature extraction and feature selection. Feature extraction is a 
method of transforming raw data into a new feature space, 
aiming to retain as much information as possible in a lower 
dimension. The common feature extraction methods include 
mathematical transformations, frequency domain 
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transformations, and modified Gaussian transformations[14]. 
For example, Zhang et al.[15] applied first-order derivative, 
second-order derivative, continuum removal (CR), and wavelet 
transform preprocessing to the original spectra, effectively 
eliminating noise and baseline drift, and highlighting the 
positions of the spectral feature bands. Wu et al.[16] improved 
the quality of input data for the organic matter estimation model 
by applying characteristic transformations such as Savitzky-
Golay filter, spectral continuum removal to the raw spectral 
curves of ZY1-02D ,and the model coefficient of determination 
reaches 0.829. Song et al.[17] utilized fractional order 
differentiation to preprocess the spectra, combined with PLSR 
model to enhance the spectral information of leaf, and 
successfully demonstrated that leaf spectra can be used to 
predict changes in photosynthetic capacity.  

Feature selection is the process of selecting the optimal 
subset from all the given features using specific evaluation 
criteria. This procedure aims to identify the most valuable 
features for addressing problems or establishing models, 
thereby reducing the dimensionality, enhancing the model 
performance, minimizing the computational cost, and aiding in 
the elimination of irrelevant or redundant information[18-21]. 
Generally speaking, feature selection algorithms must take into 
account the following four factors: 1) the initial search point to 
define the starting point for exploration and the search direction 
for sequencing candidate subsets; 2) the search strategy for 
identifying the optimal subset within the search space; 3) an 
assessment function for evaluating the subset being considered; 
and 4) a termination criterion for determining when to stop the 
process. Commonly used feature selection methods include 
variable importance projection (VIP)[22], the successive 
projections algorithm (SPA)[23], the Pearson product-moment 

correlation coefficient (PPMCC)[24], competitive adaptive 
reweighted sampling (CARS)[25], the genetic algorithm 
(GA)[26], and others. Shi et al.[27] applied fractional order 
derivatives and baseline correction as feature extraction 
methods, combined with feature selection methods like CARS 
and VIP to estimate SOM in Xinjiang Uygur Autonomous 
Region of China. The results indicate that this combined 
approach notably improves the accuracy of organic matter 
estimation. Zhang et al.[28] utilized the CARS method to 
extract spectral features related to available copper (ACu) and 
SOM from Unmanned aerial vehicle hyperspectral data. 
Subsequently, they established estimation models for ACu and 
SOM in the tailings area of the Jianghan Plain, China. The 
results demonstrated the effectiveness of the established models 
in prediction. While the feasibility of utilizing the sensitive 
bands selected by the existing feature selection methods for 
estimating SOM content has been demonstrated, the complex 
environmental factors can disrupt the accuracy of soil 
parameter prediction in real-world scenarios. In addition, the 
strategies commonly adopted by the current feature selection 
methods often involve directly discarding features with lower 
importance. Furthermore, the presence of inherent random 
processes in the algorithms frequently leads to significant 
variations in the selected features, resulting in unstable 
algorithm performance that directly impacts the accuracy of 
SOM monitoring. 

The marine predators algorithm (MPA)[29] is a 
metaheuristic optimization algorithm inspired by the survival of 
the fittest theory, where marine predators employ optimal 
foraging strategies during their Lévy flight or Brownian motion. 
The MPA adheres to a framework similar to that of other 
metaheuristic algorithms. It first employs a set of candidate 

 
Fig. 1. Technical route. 
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solutions for a given optimization problem. Then, by utilizing 
several mechanisms to enhance this set of candidate solutions, 
they transition from the initial random state to gradually 
approximating the global optimum for the given problem. There 
are three main phases in the MPA as follows: 1) high velocity, 
in which the speed of a marine predator is higher than that of 
the prey; 2) same velocity, in which the speed of a marine 
predator is identical to that of the prey; and 3) low velocity, in 
which the speed of a marine predator is less than that of the prey. 
The MPA possesses distinct advantages when compared to 
other optimization algorithms, and it is characterized by being 
derivative-free, parameter less, adaptable, robust, and 
comprehensive[30]. The MPA has been widely applied in the 
fields of optimization problems and path planning [31]. 
Moreover, many studies have explored its usage in high-
dimensional hyperspectral feature selection. The MPA can 
improve the performance of classification and prediction 
models by selecting the most relevant features from the high-
dimensional data[32]. The problem of feature selection can be 
viewed as an optimization problem within a binary search space. 
Therefore, researchers have modified the MPA to deal with 
optimization problems within a binary search space. For 
example, Elminaam et al.[33] proposed a binary version of the 
MPA for feature selection, referred to as the MPA with k-
nearest neighbors (MPA-KNN) algorithm. The application of 
the sigmoid function transforms the optimization problem from 
the continuous MPA into a binary one. The simulation results 
obtained in this study confirmed the efficacy of the MPA-KNN 
algorithm, compared to other competing methods across all the 
evaluation metrics. Yousri et al.[34] proposed an improved 
MPA for global optimization and feature selection called the 
fractional-order comprehensive learning MPA (FOCLMPA). In 
the FOCLMPA method, the integration of the comprehensive 
learning strategy and memory perspective principles from 
fractional calculus with the MPA method was aimed at avoiding 
local solutions and mitigating premature convergence. In the 
field of hyperspectral classification, Shang et al.[35] conducted 
comparisons between various swarm intelligence algorithms 
and evolutionary algorithms for the task of hyperspectral 
feature selection. The results indicated that the MPA method 
exhibits a notable performance, securing a third-place ranking. 
Consequently, the MPA method is considered well-suited for 
feature selection tasks. However, in the field of hyperspectral 
inversion, research related to the MPA is still relatively limited. 

In the field of hyperspectral inversion, our main focus is on 
the spectral features strongly correlated with the inversion 
parameters. The MPA can flexibly adjust its optimization 
strategy based on the characteristics of the inversion indicators 
and the requirements of the inversion modeling, enabling the 
selection of improved spectral features for SOM prediction. In 
this paper, to address the issue of indistinctive spectral features 
in the process of estimating SOM content using hyperspectral 
data, we present an improved weighted marine predators 
algorithm (IWMPA) for the purpose of feature selection. By 
incorporating reverse learning and feature weighting 
coefficients, we enhance the diversity of the initial population, 
thereby expediting the search efficiency. Simultaneously, we 
introduce the concept of mutation into the third phase of the 
algorithm, preventing the model from becoming trapped in a 

local optimum solution. The objectives of the present study 
were: 1) to develop a metaheuristic algorithm for feature 
selection to be employed in the hyperspectral inversion of SOM 
content; 2) to convert from the continuous IWMPA method to 
binary by using a threshold (0.5), enabling the algorithm to be 
suitable for the hyperspectral feature selection task; 3) to 
accelerate the convergence of the population by employing 
prior weight coefficients and reverse learning operations in the 
initialization phase; 4) to prevent the occurrence of local optima 
traps by introducing mutation operations into the phase of 
development; and 5) to apply the selected features to 
hyperspectral imagery and investigate the distribution patterns 
of SOM within the study area. 

II. STUDY AREA AND MATERIALS 

A. Study Area and Experimental Design 
The study area is situated within Yitong Manchu 

Autonomous County (125.33°E–125.47°E, 43.22°N–43.33°N), 
which is located in Jilin province, China. The study area spans 
approximately 139 km2, with an average elevation of around 
305m. 

Fig. 2. Locations of the soil sampling points. 
 

Surface soil (0–20cm) was collected from 93 sampling sites 
within the study area. The collected soil samples were then 
transported to the laboratory for the processes of air-drying, 
grinding, and passing through a 100-mesh sieve. The organic 
matter content of the samples was assessed using the potassium 
dichromate gravimetric method. The range of SOM values 
spanned from 14.76 g/kg to 49.84 g/kg, with an average of 
30.48 g/kg. The standard deviation (SD) was calculated to be 
6.38 g/kg, resulting in a coefficient of variation (CV) of 20.93%. 

TABLE I 
STATISTICAL CHARACTERIZATION OF THE SOM OF THE 

STUDY AREA 
Max 

(g/kg) 
Min 

(g/kg) 
Mean 
(g/kg) 

SD  
(g/kg) 

CV  
(%) 

49.84 14.76 30.48 6.38 20.93 

 

B. Datasets and Preprocessing 
In this study, the hyperspectral imagery was acquired 

between 18 April and 22 April 2017. The HyMap-C airborne 
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hyperspectral spectrometer consists of four sensors and covers 
a wavelength range from 400 nm to 2500 nm, encompassing a 
total of 144 spectral bands. Nine bands, primarily ranging from 
400 to 450 nm, were excluded prior to the image preprocessing. 
After undergoing radiometric calibration, atmospheric 
correction, and geometric correction, along with the removal of 
water vapor bands, a total of 101 bands were retained for further 
analysis. More detailed HyMap-C parameters are shown in 
Table Ⅱ. We utilized the Euclidean distance and spectral angle 
as constraints to augment the training dataset. This involved 
adding unlabeled samples that were spatially adjacent and 
spectrally similar to the new training set, in order to enhance the 
effectiveness of the model training and its stability. 

TABLE II 
HYMAP-C PARAMETER 

Technical indicator Parameter description 
Number of bands 144 

Spectral range 400-2500nm 
Spatial resolution 4.5m 

Spectral resolution 15nm(400-1440nm) 
18nm(1440-2500nm) 

Removed bands’ 
wavelengths(nm) 

1355, 1369, 1383, 1398, 1412, 1418, 1431, 
1449, 1465, 1481, 1498, 1514, 1530, 1778, 
1804, 1820, 1835, 1851, 1866, 1882, 1897, 
1912, 1928, 1943, 1958, 1965, 1981, 1996, 

2013, 2030, 2044, 2059, 2455, 2470  
 
The First-order Derivative method, Continuum Removal, 

and Band Ratio method were used to extract features from the 
original spectral data. The following provides a detailed 
introduction to three preprocessing methods. 

（1）First-order Derivative (FOD) 
The principle of the first-order derivative is to compute the 

derivative of the original spectrum, which can mitigate the 
influence of atmospheric interference on reflectance and 
remove some linear background noise[36]. The calculation 
formula for the first-order derivative is as follows: 
 𝐹𝑂𝐷ఒ ൌ ோశభିோషభఒశభିఒషభ  (1) 

In the formula,  𝑅ఒ represents the reflectance value 
corresponding to the wavelength 𝜆，𝜆ାଵ and 𝜆ିଵ  represent 
the wavelength values of two adjacent bands, 𝐹𝑂𝐷ఒ  represents 
the first-order derivative corresponding to the wavelength 𝜆.The interval refers to the difference between the wavelength 
values of two adjacent bands. 

（2）Continuum Removal (CR) 
The Continuum Removal method first normalizes the 

spectral reflectance to help highlight the absorption and 
reflection features of the spectrum, and then identifies the 
maximum and minimum points on the spectral curve to obtain 
the envelope of each spectral curve[37]. The spectral curve after 
CR is calculated using Equation (2). 
 𝑆 ൌ 𝑆/𝐶 (2) 
In (2), 𝑆  represents the reflectance after CR, S denotes the 
original reflectance, and C represents the envelope reflectance 
value obtained for the corresponding band. 

（3）Band Ratio(BR) 
For each band, calculate the ratio with other bands one by 

one, as shown in Equation (3), and compute the correlation 

coefficient between each band's ratio spectrum and soil organic 
matter content[38]. Select the combination of band ratios for 
each band that has the highest correlation coefficient with 
organic matter content, and add it to the subset of features to be 
selected. 
 𝐹ఒ ൌ ோഊோഊೕ (3) 

In (3), 𝑅ఒ  represents the reflectance value at wavelength 𝜆 , 
and 𝐹ఒ represents the spectrum after band ratio. 

Ultimately, each sample was characterized by 385 spectral 
features, which include 101 original spectra, 84 FOD spectra 
(with 17 bands removed due to all-zero values), 99 spectra after 
CR (excluding the first and last spectra), and 101 BR spectra. 
The results are as shown in Fig. 3. 

 

 
(a) 

 
(b) 

 
(c) 

 
 (d) 

Fig. 3. Spectral preprocessing: (a) original spectra; (b) FOD; (c) 
CR; (d) BR. 

III. METHODS 

A. Marine Predators Algorithm (MPA) 
The marine predators algorithm (MPA)[29] models the 

interactions between predator and prey in the ocean enviroent. 
This algorithm utilizes predator behaviors such as pursuit, 
predation, and competition to explore and discover the optimal 
solution for a given problem. The MPA includes the following 
main steps. 

1) Initialization 
In the MPA, the elite predator matrix and the predator matrix 
are represented as: 
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In (4), the vector 𝑋ூሬሬሬሬ⃗  represents the top-level predator, which 
refers to the predator with the highest fitness. The vector 𝑋ூሬሬሬሬ⃗  is 
duplicated N times to construct the elite matrix, which has the 
same dimension as 𝑃𝑟→ . N is the number of search agents, and D 
represents the dimensionality of the search space, 
corresponding to the dimension of the features. In (5), the 
vector 𝑋, is randomly initialized according to (6), representing 
the position information of the ith prey in the jth dimension. In 
accordance with the requirements of the feature selection task, 𝑋 and 𝑋௫ are respectively set to 0 and 1. 𝑟𝑎𝑛𝑑 represents 
generating a random number within the range of [0, 1]. 

2) Exploration 
This phase occurs during the initial one-third of the total 

iterations, assuming that the predators’ movement speed 
significantly surpasses that of the preys’ speed. The update of 
positions and their iterations during this phase are described by 
(7). The mathematical model for this phase is as follows: 

while 
3

_1Iter Max rIte<  

 ( )  1,...,ii B i Bs R E R Pr i N= ⊗ − ⊗ =
υυρρ ρ ρρ

 (7) 

 .i i iPr Pr P R s= + ⊗
υυρ υυρ ρ ρ  (8) 

where 𝑠 represents the moving step length; 𝑅ሬ⃗  stands for a 
random vector based on the normal distribution of Brownian 
motion; ⊗ denotes the element-wise multiplication operation; 
P is a constant, which is equal to 0.5; 𝑅ሬ⃗  is uniformly distributed 
randomly in the range of [0, 1]; and Max_iter is the maximum 
number of iterations. 

3) Exploration and Development 
This phase marks the transition of the population from the 

exploration phase to the development phase. In this phase, both 
the predators and preys move at the same speed. The preys 
utilize Levy motion for development, while the predators 
continue to employ Brownian motion for exploration. This 
phase can be described as follows: 

while 
1 2_ _
3 3

Max Iter Iter Max Iter< <   

 if 1, , / 2i N= …  

 ( )ii L i Ls R E R Pr= ⊗ − ⊗
υυρρ ρ ρρ

 (9) 

 .i i iPr Pr P R s= + ⊗
υυρ υυρ ρ ρ  (10) 

 else 

 ( )ii B B is R R E Pr= ⊗ ⊗ −
υυρρ ρ ρρ

 (11) 

 .i i iPr E P CF s= + ⊗
υυρ ρ ρ  (12) 

 
2

_(1 )
_

Iter
Max IterIterCF

Max Iter

 × 
 = −  (13) 

4) Development 
During the final one-third of the iterations, the optimal 

strategy for predators is to utilize Levy motion, for which the 
mathematical model is as follows: 

while 
2 _
3

Iter Max Iter>  

 ( )  1,...,ii L L is R R E Pr i N= ⊗ ⊗ − =
υυρρ ρ ρρ

 (14) 

 .i i iPr E P CF s= + ⊗
υυρ ρ ρ  (15) 

5) Eddy Formation and the Effect of Fish Aggregating 
Devices (FADs) 

The MPA takes the effect of eddy formation or fish 
aggregating devices (FADs) into account to avoid falling into a 
locally optimal solution, which is mathematically expressed as 
follows: 
 ( )

[ ]( )
min max min

1 2

if  FADs

 FADs(1-r) if  FADs

i

i

i r r

Pr CF X R X X U r
Pr

Pr r Pr Pr r

  + + ⊗ − ⊗ ≤  = 
+ + − >

     


  
 (16) 

where FADs = 0.2 is the probability of the FADs’ effect on the 
optimization process. 𝑈→  is a binary vector constructed by 
generating a random vector within the range of [0,1]. If an 
element in the vector is less than the FADs, the element is set 
to 0; if it is greater than the FADs, the element is set to 1. r is a 
uniform random number in the range of [0,1]. 𝑋→min  and 𝑋→max  
are composed of elements consisting of 0s and 1s. r1 and r2 
represent random indices of the prey matrix. 

B. Improved Weighted Marine Predators Algorithm (IWMPA) 
The IWMPA is an enhancement of the MPA. The following 

explanation outlines the improvements made in this study. The 
flowchart of the IWMPA is shown in Fig. 4. 

1) Initialization 
In the initialization phase of the population, incorporating 

weight coefficients can enhance the probability of selecting 
sensitive features. Given that the initial population is randomly 
generated, there is a possibility that certain features might 
consistently remain unselected. To ensure the completeness of 
the search space, a reverse learning operation is introduced. 
This operation aims to enhance the diversity of the initial 
population. Therefore, incorporating prior weight coefficients 
and reverse learning operations for population initialization 
contributes to the rapid convergence of the population toward 
the optimal solution. The search agent initialization in the 
IWMPA can be achieved through the following computation: 

 

1

j
j D
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b
w

b
=

=


 (17) 

 ( ), 0.5i j min max min jX X rand X X w = × + − +   (18) 

 ' 1Pr Pr= −
 

 (19) 

 
2

new

N D

Pr
Pr

Pr ×

 
= 

′


  




  (20) 

where 𝑏 represents the weight coefficients calculated by partial 
least squares regression (PLSR) for the jth feature dimension. 
In (19), 𝑃𝑟→  is calculated using the 𝑋,  from (18). In the 

IWMPA, the shape of 𝐸→ is 2N×D. 
2) Development 
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In the third phase of the IWMPA, we introduce a mutation 
operation. This operation targets the search agents with the 
highest fitness within the population. It randomly selects certain 
features for modification, transitioning them from their initial 
unselected state to a selected state, and vice versa. The 
mathematical expression for this is as follows: 

while 
2 _
3

Iter Max Iter>   

 while num<round(D×m) 

  if ,i fitnessX x>  

 , ,1new old
i j i jX X= −  (21) 

where m is the mutation probability, which was set to 0.05 in 
this study; round is an integer function; x is the fitness of the 
search agents ranked in the last one-third; and ,

new
i jX  is the value 

of the jth dimension of the ith search agent after mutation. ,
old
i jX  

is the value of the jth dimension of the ith search agent before 
mutation. 

 
Fig. 4. IWMPA flowchart. 

 
3) Fitness Calculation 
The fitness of each search agent is determined through 10-

fold cross-validation using PLSR, where both the 𝑅𝑀𝑆𝐸 and 
the number of selected features collectively determine the 
search agent’s fitness. Each dimension of the search agent 
needs to go through the calculation of (22) to determine 
whether it is selected. The search agent with the highest fitness 
is then chosen as the current optimal search agent. The feature 
selection method and the fitness calculation formula are as 
follows: 
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where the threshold is set to 0.5, the weight coefficient a is set 
to 0.8, RMSE is the root-mean-square error, and 𝑋,௧௦௦ is the 
fitness of the ith search agent. It is noteworthy that the fitness 
calculation method used in MPA in this paper is consistent with 
that of IWMPA. 

C. Comparison Algorithms 
To validate the effectiveness of the approach proposed in this 

paper, the spectral feature data processed as described in 
Section Ⅱ were subjected to both the IWMPA and four 
commonly used feature reduction methods. Subsequently, the 
reduced features obtained from each method were used for the 
subsequent modeling. The effectiveness of the proposed 
method was demonstrated by comparing both the number of 
reduced features and the modeling accuracy, thereby supporting 
the efficacy of the approach introduced in this paper. 

1) Principal Component Analysis (PCA) 
In principal component analysis (PCA)[39], high-

dimensional data are transformed into a lower-dimensional 
format through linear transformation. The process includes 
projecting the data into the principal component space, 
effectively reducing the dimension while retaining the crucial 
information. We utilized PCA to extract the principal 
components contributing up to 99% of the variance, which were 
subsequently employed as the refined features for analysis. 

2) Variable Importance Projection (VIP) 
VIP[22] takes into account the correlation between 

independent and dependent variables. In the VIP method, the 
contribution of each feature is evaluated by training a partial 
least squares (PLS) model. The importance of the variables is 
assessed through their contributions to the projections within 
the model. Subsequently, the variables are ranked based on their 
contribution levels, and those with higher contributions are 
selected for further modeling analysis. 

3) Genetic Algorithm (GA) 
The GA[26] is a biomimetic optimization method. It 

simulates the process of biological evolution, starting from a 
population of candidate solutions and continuously evolving 
toward better solutions through operations such as crossover 
and mutation. In each generation, the quality of the solutions is 
evaluated using a fitness function. The GA is suitable for 
addressing problems with complex solution spaces, such as 
large-scale optimization and parameter tuning. In feature 
selection, the GA explores the feature space to obtain the 
optimal search agents or subsets, which represent the selected 
features. The hyperparameter settings in this study were as 
follows: the maximum number of iterations was 300, the 
number of search agents was 30, and the experiment count was 
5. 

4) Competitive Adaptive Reweighted Sampling 
(CARS) 

CARS is a feature selection technique used to reduce the 
dimensionality of high-dimensional data. By iteratively 
selecting information-rich features and automatically adjusting 
the weights, CARS is able to effectively preserve the crucial 
features of the data. 
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D. Modeling Method 

The prerequisite for employing statistical regression methods 
in SOM inversion is to ensure the efficacy of the feature 
reduction method. In this study, to mitigate the variability 
inherent in a single method, we utilized four common machine 
learning approaches to model the SOM assessment within the 
study area. By comparing the accuracies of the various 
modeling methods, the aim was to clarify the superior modeling 
capacity of features extracted using the IWMPA method. 

1) Partial Least Squares Regression (PLSR) 
PLSR[40] is a statistical learning method that establishes a 

predictive model and explores the relationships between 
variables. It combines the principles of PCA and linear 
regression to model the relationship between the input and 
output variables, making it robust for high-dimensional data 
and multicollinearity. 

2) Support Vector Machine (SVM) 
Support vector machine[41] (SVM) is a supervised machine 

learning algorithm. In regression tasks, it establishes a 
regression model by finding a hyperplane that maximizes the 
margin between the predicted and actual values, while ensuring 
that the prediction errors are controlled within a certain range. 

3) Random Forest (RF) 
Random forest[42] (RF) is an integrated learning method that 

performs a regression task by constructing multiple decision 
trees and averaging their predictions. Each decision tree is 
constructed based on a randomly selected subset of features and 
a randomly sampled training sample. In the prediction phase, 
the RF model calculates the average or weighted average of the 
predictions of each decision tree to obtain the final regression 
result. 

4) Extreme Gradient Boosting (XGBoost) 
Extreme gradient boosting[43] (XGBoost) is an improved 

version of the gradient boosting tree algorithm. It progressively 
improves the performance of the model by serially training 
multiple decision tree models and optimizing the loss function 
in each iteration. 

E. Modeling Evaluation 
In this paper, the evaluation metrics used to assess the 

accuracy of the models include the coefficient of determination 
(R2), the root-mean-square error (RMSE), and the mean 
absolute error (MAE). The formulas for each metric are as 
follows: 
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where 𝑦 is the actual value, 𝑦ො is the predicted value, 𝑦ത is the 
average value of all the actual values, and N represents the 
sample size. 

IV. RESULTS AND DISCUSSION 

A. Modeling Results 
In this study, we evaluated the proposed IWMPA method by 

comparing its results with the results of the commonly used 
dimensionality reduction methods described in Section Ⅲ. For 
each dimensionality reduction method, we evaluated the 
inversion performance using four modeling approaches on an 
aerial hyperspectral dataset. The dataset was made up of 
organic matter assay data from 93 samples, and 385 spectral 
features were extracted from the airborne imagery, as described 
in Section Ⅱ. In the experiments, these samples were divided 
into training and test sets with a ratio of 2:1. The performance 
of each model is listed in TABLE III . 

TABLE III presents the modeling accuracy of each 
dimensionality reduction method. From TABLE III, we can 
infer that PCA shows the lowest performance. Despite its 
capability of preserving a significant amount of information 
while removing noise, the features extracted by PCA are unable 
to explain the spectral characteristics of SOM. PCA is guided 
by the aim of retaining as much information as possible, without 
being optimized for a specific task. Therefore, the features 
extracted may not effectively represent the characteristics of 
SOM. Both VIP and the GA incorporate the content of SOM as 
input to define the optimization objective of the algorithm. 
However, the features extracted by VIP show limited 
effectiveness in enhancing the model accuracy. On the other 
hand, although the GA contributes to improving the model 
accuracy, its failure to restrict the selected feature quantity 
prevents it from achieving effective spectral dimensionality 
reduction. In comparison to the preceding three classical 
algorithms, the MPA not only efficiently reduces the spectral 
dimensionality but also enhances the model accuracy. CARS 
and the IWMPA demonstrate the most superior predictive 
accuracy, with an 0.05 increase in R2 on the test set. Notably, 
the IWMPA not only selects the fewest number of bands but 
also achieves the highest precision.  

According to TABLE III, the modeling accuracy of the PLSR 
model is inferior to that of SVM, RF, and XGBoost. The PLSR 
model operates by extracting latent variables for regression 
modeling. Although the IWMPA and MPA utilize the cross-
validation accuracy of the PLSR model for feature selection, 
their performance with the PLSR model is comparatively 
weaker than that for the other models. We believe there are two 
primary reasons for this: 1) SVM, RF, and XGBoost all possess 
the capability to handle non-linear relationships, enabling them 
to capture complex non-linear features within the data. The 
spectral features and organic matter content can exhibit non-
linear relationships, while PLSR, as a linear method, might not 
fully capture these intricate relationships. 2) SVM, RF, and 
XGBoost exhibit greater robustness, making them more 
effective at handling noise and anomalous data. In addition, RF 
and XGBoost are ensemble learning algorithms that combine 
predictions from multiple models to reduce the overfitting risk, 
obtaining outstanding performances in handling complex 
datasets. 
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The scatter plots for the SOM estimation are shown in Fig. 5. 
The measured-predicted points are closely distributed around 
the 1:1 line for SOM, indicating stable model performances. 

Among the six methods, the IWMPA-XGBoost model obtains 
the highest accuracy on the test set. 

TABLE III 
ESTIMATION RESULTS FOR SOM 

Method Model Train Test 
R2 

c  RMSEc MAEc R2 
p  RMSEp MAEp 

PCA 

PLSR 0.5968 4.1216 6.3778 0.3386 5.0640 6.8257 
SVM 0.7612 3.1714 1.8510 0.6347 3.7636 3.0929 

XGBoost 0.9999 0.0040 0.0027 0.6187 3.8445 3.2677 
RF 0.7337 3.3495 2.5884 0.5254 4.2896 3.4345 

VIP 

PLSR 0.5090 4.5481 6.1228 0.5025 4.3919 6.1872 
SVM 0.7168 3.4538 2.2059 0.5676 4.0941 3.2989 

XGBoost 0.9999 0.0009 0.0005 0.6265 3.8055 3.1563 
RF 0.7450 3.2776 2.6231 0.6459 3.7052 3.1000 

GA 

PLSR 0.5211 4.4917 6.1920 0.4660 4.5502 6.1877 
SVM 0.7189 3.4412 2.0539 0.6432 3.7193 2.7431 

XGBoost 0.9999 0.0239 0.0171 0.6542 3.6614 3.1214 
RF 0.7836 3.0190 2.3970 0.6540 3.6627 3.0476 

CARS 

PLSR 0.5527 4.3425 6.2667 0.4555 4.5946 6.1451 
SVM 0.8257 2.7090 1.5220 0.6919 3.4564 2.8891 

XGBoost 0.9585 1.3208 1.0397 0.6881 3.4772 2.6704 
RF 0.7782 3.0563 2.4388 0.6835 3.5031 2.8446 

MPA 

PLSR 0.5612 4.2995 6.2832 0.4940 4.4294 6.3739 
SVM 0.8103 2.8268 1.5334 0.6622 3.6191 2.8081 

XGBoost 0.9332 1.6773 1.2270 0.6544 3.6603 2.9371 
RF 0.7687 3.1216 2.4492 0.6705 3.5743 2.8374 

IWMPA 

PLSR 0.5324 4.4383 6.2285 0.5043 4.3840 6.3138 
SVM 0.7177 3.4484 2.2796 0.7041 3.3872 2.6053 

XGBoost 0.9537 1.3966 1.0163 0.7225 3.2801 2.4928 
RF 0.7485 3.2553 2.5456 0.7015 3.4019 2.6745 

* R2 
c , RMSEc, and MAEc represent the evaluation metrics for the training set, while R2 

p , RMSEp, and MAEp represent the evaluation metrics for the 
test set. The highest precision values are highlighted in bold. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 5. The scatter plots for the SOM estimation. (a) PCA-SVM. (b) VIP-RF. (c) GA-XGBoost. (d) CARS-SVM. (e) MPA-RF. 
(f) IWMPA-XGBoost 
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B. Analysis of the Spectral Features 
TABLE IV lists the bands associated with the features 

selected by each dimensionality reduction method. A smaller 
quantity signifies a higher concentration of feature bands, 
indicating an improved dimensionality reduction effect. From 
TABLE IV, it can be seen that the feature bands selected by the 
IWMPA range from 0.55 µm to 0.81 µm, which is consistent 
with the range of SOM spectral features reported by certain 
scholars[38,44,45]. In comparison to the five other comparison 
algorithms, the IWMPA method selects the fewest number of 
spectral features, indicating its effectiveness in the 
dimensionality reduction of hyperspectral data, while also 
being able to extract features related to organic matter. The GA 
method selects the maximum number of band features, which 
shows that it cannot effectively complete the dimensionality 
reduction task for hyperspectral data. Both the VIP and MPA 
methods can effectively reduce the dimension of the 
hyperspectral data, but the band combination selected by VIP 
does not greatly improve the modeling accuracy. The CARS 
method performs quite well in this experiment, with the 
modeling results only slightly behind those of the IWMPA 
method. The feature subset selected by CARS shows a high 
level of consistency with the results of the IWMPA method, 
which confirms the reliability of the chosen features.  

C. Aerial Image Inversion Results 
It can be seen from TABLE III that IWMPA-XGBoost model 

has the highest accuracy and the best inversion result. Fig. 6 
displays the SOM estimation maps obtained using the various 
feature dimensionality reduction methods. These maps exhibit 
consistency in their spatial distribution, showcasing regions 
with high SOM values extending from the northwest to the 
southeast. The organic matter content in the study area is 
concentrated within the range of 0 to 50 g/kg. It is evident that 
regions with higher organic matter content are primarily 
situated along the riverbanks, whereas the soil surrounding the 
mountainous areas exhibits a lower organic matter content. 
From the distribution plot of the results, it is clear that the 

features selected by the IWMPA method more clearly reflect 
the full range of organic matter, whereas the other methods do 
not perform as well over the full range, which can be observed 
through the scatter plots of the modeling results. In comparison, 
the mapping results based on CARS and the IWMPA are the 
most favorable, accurately depicting the spatial distribution of 
SOM in the study area. Notably, the IWMPA exhibits greater 
clarity in capturing the spatial variations of SOM, indicating the 
superior performance of the proposed method in the spectral 
feature selection task. 

D. Shortcomings and Prospects 
The algorithm proposed in this paper has shown 

improvements in terms of reliability and stability, compared to 
the original MPA. However, the IWMPA, being an optimal 
solution optimization algorithm based on the foraging strategy 
of simulated marine predators, explores the search space in only 
one direction, limiting its ability to achieve optimal results and 
convergence. Moreover, due to the inability to navigate the 
search space, although the mutation operations can effectively 
alleviate the problem of getting stuck in local optima, the 
IWMPA still cannot guarantee reaching the global optimum. In 
addition, the IWMPA’s exploration and development are 
limited in each stage, making it difficult to modify the model. 
In future research, it may be beneficial to incorporate the 
concept of multiple subpopulations, applying different 
optimization strategies to populations at various stages. This 
approach would allow the optimization to proceed in multiple 
directions, addressing the issue of a single optimization 
direction in the model. Recent advancements in artificial 
intelligence (AI) methodologies have opened new horizons for 
the extraction of information from hyperspectral imagery. 
Innovative models such as the Decoupled-and-Coupled 
Networks (DC-Net)[46] and SpectralGPT[47], proposed in 
recent literature, exemplify the significant potential of AI in 
effectively addressing hyperspectral feature selection 
challenges. These models, tailored for the intricacies of 
hyperspectral data, offer sophisticated mechanisms for 

TABLE IV 
SPECTRAL CHARACTERISTIC BANDS OF SOM 

Method Quantity Characteristic band wavelength (µm) 

IWMPA 31 0.49, 0.51, 0.55, 0.59, 0.64, 0.65, 0.69, 0.7, 0.72, 0.77, 0.78, 0.82, 0.84, 0.89, 0.91, 0.97, 
1.21, 1.65, 1.68, 1.69, 1.74, 1.76, 2.09, 2.11, 2.12, 2.18, 2.21, 2.3, 2.36, 2.41, 2.43 

MPA 58 

0.51, 0.56, 0.57, 0.59, 0.65, 0.67, 0.7, 0.72, 0.73, 0.75, 0.78, 0.79, 0.81, 0.82, 0.83, 0.84, 
0.88, 0.89, 0.91, 0.93, 0.94, 0.97, 1, 1.02, 1.03, 1.17, 1.18, 1.2, 1.21, 1.23, 1.24, 1.25, 
1.27, 1.28, 1.3, 1.31, 1.33, 1.34, 1.55, 1.56, 1.6, 1.65, 1.68, 1.71, 1.74, 1.76, 1.77, 2.15, 
2.17, 2.18, 2.19, 2.23, 2.25, 2.28, 2.3, 2.34, 2.36, 2.41 

GA 92 0.47, 0.48, 0.49, 0.52, 0.53, 0.55, 0.56, 0.59, 0.60, 0.61, 0.63, 0.64, 0.65, 0.67, 0.69, 
0.70, 0.72, 0.73, 0.74, 0.75, 0.78, 0.79, 0.82, 0.83, 0.84, 0.86, 0.87, 0.88, 0.91, 0.93… 

VIP 39 
0.51, 0.52, 0.53, 0.57, 0.59, 0.60, 0.61, 0.64, 0.65, 0.67, 0.70, 0.72, 0.73, 0.75, 0.78, 
0.81, 0.82,0.84, 0.86, 0.87, 0.88, 0.91, 0.96, 0.97, 1.00,1.14,1.17, 1.60, 1.65, 1.69, 1.76, 
2.07, 2.12, 2.15, 2.24, 2.30, 2.34, 2.36, 2.41 

CARS 64 

0.48, 0.49, 0.51, 0.52, 0.53, 0.56, 0.57, 0.59, 0.6, 0.61, 0.67, 0.68, 0.7, 0.72, 0.74, 0.75, 
0.78, 0.81, 0.82, 0.84, 0.86, 0.88, 0.89, 0.93, 0.96, 0.97, 1.03, 1.05, 1.08, 1.14, 1.17, 1.2, 
1.23, 1.24, 1.25, 1.27, 1.31, 1.6, 1.63, 1.68, 1.69, 1.74, 1.76, 1.77, 2.07, 2.09, 2.12, 2.14, 
2.15, 2.19, 2.21, 2.24, 2.25, 2.27, 2.28, 2.3, 2.31, 2.33, 2.34, 2.36, 2.37, 2.39, 2.4, 2.41 

* The characteristic band consists of selected characteristic wavelengths, including both the selected wavelengths from the 
original spectrum and those from the feature-extracted spectrum. 
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enhancing feature extraction and hold great promise for 
advancing soil analysis and related environmental applications. 

V. CONCLUSION 
In this paper, we have proposed a feature selection approach 

called the improved weighted marine predators algorithm 
(IWMPA), which is based on the marine predators algorithm 
(MPA). To enhance the exploration efficiency of the search 
agents within the feature space, the population is initialized 
using prior weights and reverse learning. In the development 
phase of the IWMPA, a mutation operation from GAs is 
introduced to prevent local optima trapping. The IWMPA 
incorporates cross-validation for assessing the feature subsets 
and includes constraints to address the feature inter-correlation. 
The effectiveness of this method was verified using HyMap-C 
airborne hyperspectral data from Yitong Manchu Autonomous 
County in China. The feature subsets extracted by the IWMPA 
outperformed the common feature selection methods in each 
inversion model, demonstrating enhanced stability, and the best 
inversion results were obtained with the XGBoost model (i.e., 
the highest R2 

p = 0.7225). Compared with the MPA, the features 
selected by the IWMPA significantly improve the model 
accuracy for the estimation of SOM, which indicates that the 
improvement over the MPA is effective. We finally constructed 
fine distribution trend maps for the SOM content in the study 
area with the IWMPA and the other comparison methods. 
These maps show similar trends, which validates the reliability 
of the proposed IWMPA method.  

The burgeoning field of AI presents a transformative 
potential for soil environmental monitoring. As AI continues to 
gain momentum, the prospect of integrating sophisticated deep 
learning methodologies into soil inversion research emerges as 
a promising avenue. Future endeavors may explore the 
amalgamation of these advanced AI techniques with 
hyperspectral analysis to enhance the fidelity and efficacy of 
soil environmental quality assessments. 
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